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Abstract—This paper proposes a mathematical framework for
finding the optimal energy trading policy with battery energy
storage (BES) under a dynamic pricing environment. We have
previously shown that finding the arbitrage value of BES with
known historical price data can be solved by iterative linear
programming. The objective of the present paper is to show
that, when the price information remains unknown, finding the
optimal economic value of lifetime-constrained BES falls within
the purview of stochastic shortest path problems, and the optimal
policy presents the property of a threshold structure. To overcome
the dimensionality difficulty, we propose a structure-based aggre-
gation method, i.e., Layer and Group, to construct optimal trading
policies. The elegance of this approach lies in its circumventing of
the need for exhausted value iteration over the entire state space.
Instead, the approach works in a hierarchical and parallel fashion,
thus significantly speeding up the convergence to the optimality.
Extensive experimental results show that this approach can dra-
matically reduce the computational complexity, thus contributing
to the computationally tractable optimality without requiring
any approximation. Numerical simulation also demonstrates the
validity of the proposed framework, and various trading insights
for practical BES systems have been formed.

I. INTRODUCTION

Battery Energy Storage (BES) technologies have been receiv-

ing increasing attention in recent years due to their widespread

functionalities. Energy trading with BES is a functionality of

BES linked with commercial trading of energy, and it is playing

an increasingly important role in the modern deregulated elec-

tricity market. For instance, in cities such as San Francisco and

New York, where power is costly, large commercial buildings

are installed with batteries in their basements, for the purpose of

buying and storing electricity at night when prices are low, and

tapping into the batteries during peak afternoons when prices

are high [1]. However, without an appropriate configuration

before deployment and a beneficial operation after deployment,

the applications of BES will be hindered by both the high

capital cost and the uncertain economic value. This situation

will become even worse when the limited lifetime of BES

(which is typically unknown or not exactly known by the BES

operator) is taken into account in addition to its ramp and

capacity constraints [2].

The existing extensive studies have covered a large dimen-

sion of the energy storage problems: renewable energy integra-

tion into the smart grid supported by BES (e.g., smoothing out

the intermittent power from wind farms [4]), optimal power
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cost management when using BES as an energy backup (e.g.,

in the form of UPS) in data centers [6], and arbitrage analysis

(i.e., buying low and selling high) of BES [3], [5], [7]. In

particular, the authors of [5] note that an increasing number of

retail energy markets show price fluctuations, which provides

end users with the opportunity to buy energy at lower than

average prices. Based on this observation, the authors study

a battery control policy which minimizes the total discounted

costs. Furthermore, the optimal policy is shown to be threshold-

structured, and they derive these thresholds in a few special

cases. However, when the battery lifetime is taken into account,

as what we have done in [3], the policy structure can be

inevitably changed, but this, however, has been ignored by most

of the existing studies.

Based on the state-of-the-art Ah-throughput model [2], we

have previously shown that the optimization problem of maxi-

mizing the economic value when directly linking the battery

lifetime to detailed operational behaviors can be solved by

iterative linear programming based on given historical price

data [3]. In this paper, however, we study a more general case

where the price is stochastic. We show that the problem falls

within the purview of Stochastic Shortest Path (SSP) problems.

Different from most of the existing battery models, such in

[5]-[7], we explicitly take the lifetime issue into account, and

propose to leverage the SSP model to capture the random
expiration time as well as the stochastic nature of the market
price. As one of the main results, we establish a threshold-

structured policy which extends the similar policy structure in

[5]. The policy structure in this paper, however, shows some

more interesting insights due to the consideration of battery

lifetime. Another main contribution of this paper is that we

discover the underlying layered and grouped structure of the

state space of the proposed SSP problem. Based on this ob-

servation, we propose an elegant dynamic programming based

algorithm which significantly outperforms the traditional value

iteration approach. Note that our algorithm is still optimal since
no approximation is introduced at all. Meanwhile, it is worth

pointing out here that the proposed dynamic programming

based algorithm is general to some extent, which could make

it applicable to many other SSP related problems.

The rest of this paper is organized as follows. In Sec. II,

we introduce the BES model and the operational objective. In

Sec. III, we formulate the BES trading problem as an SSP

problem. Subsequently, in Sec. IV, a computationally tractable

algorithm based on Layer and Group is proposed, and in Sec.

V, we analyze the economic value and introduce some system

2014 IEEE International Conference on Smart Grid Communications

978-1-4799-4934-2/14/$31.00 ©2014 IEEE 722



implementation insights based on our extensive experimental

results. The paper is concluded in Sec. VI.

II. THE MODEL

We consider the general system model in Fig. 1. BES

operators obtain system parameters including the energy level

bt, the real-time price pt and the remaining throughput θt (defi-

nition comes later) through a Control and Measurement Center

(CMC). They then make decisions on buying electricity ct from

the real-time market to charge the BES with ηcct, or discharge

the BES with 1
ηd
dt to sell electricity dt back to the market,

where ηc, ηd ∈ (0, 1] are charging and discharging efficiencies,

respectively. We consider that sequential decisions are made

periodically over the time horizon denoted by T = {0, 1, ...}.

Let t ∈ T denotes the discrete time index corresponding to the

decision epoch for time interval (t, t+1] (e.g., one hour in this

paper).

BES System CMC Real-time
Market

1
ηd
dt

ηcct

dt

ct

Fig. 1. Illustration of the system model. We assume that the BES operator is
a price-taker, thus rigorously eliminating any room for market manipulation.

Based on the system model in Fig. 1, we consider the

parameters for a general BES and the objective for BES

operators with the notations specified in the following two

subsections.

A. Charging/Discharging Model of BES

We adopt the same BES model as [3]. We use st to denote

the current capacity of the BES at time t. The energy level bt
evolves according to bt+1 = bt + ηcct − 1

ηd
dt, which is always

bounded within the region [bt, bt], where bt = γ1st, bt = γ2st
with γ1, γ2 determined by the depth of discharge. We define

μt = ηcct − 1
ηd
dt as the net energy flow through the BES (

i.e., ct =
max{0,μt}

ηc
, dt = ηd max{0,−μt}). Note that both ct

and dt are bounded by the power rating, i.e., ct ∈ [0, cmax]
and dt ∈ [0, dmax], where cmax and dmax are the charging and

discharging power rating, respectively.

As one of the methods for battery lifetime modeling, the

Ah-throughput model assumes that there is a fixed amount of
energy that can be cycled through a battery before it requires

replacement (details can be found in [2], [3]). We denote this

fixed amount of energy by the initial throughput θm and use

θt to denote the remaining throughput at time t during usage

(t ≥ 1). Therefore, we have

θt = θm −
t−1∑
τ=0

(ηccτ + dτ/ηd). (1)

We illustrate the feasible charging/discharging region in Fig.

2. It can be noted that for each point (or action) in the shaded

area, we always have ct · dt = 0, which is consistent with

the reality that being charged and discharged at the same time

is suboptimal. Therefore, the battery can only be in one of

bt bt
st

bt

μt

0

cmax

−dmax

Kdmax

Kcmax

bt − cmax bt + dmax

bt − bt

bt − bt

Fig. 2. Illustration of the BES model and the feasible action region. In order
to avoid unnecessary clutter, we assume that the charging and discharging
efficiency ηc = ηd = 1 and the remaining throughput θt is large.

the working modes (i.e., charge, discharge or idle mode).The

two important points Kcmax and Kdmax are determined by the

charge power rating cmax and discharge power rating dmax,

respectively. The shaded area is the feasible action region

(denoted by A(bt, θt, pt), which will be specified in the next

section). Note that the feasible action region A(bt, θt, pt) is a

convex polyhedron, which actually serves as the action space

in our following SSP formulation.

B. Objective for the BES Operator

The objective function of the BES operator is modeled as

the total economic reward made by selling electricity minus

the total expense of buying electricity from the market and

the holding cost. Thus, the reward R(bt, θt, pt, μt) in period

t is a function of the four tuple (bt, θt, pt, μt), and it can be

formulated as

R(bt, θt,pt, μt)

=
{
(pt −

α

ηd
)dt − (pt + αηc)ct − htbt

}
· I{θt>0},

where the cost of per unit electricity use of the BES is

denoted by α = Capital Cost
θm

, which is a proportional coefficient

mapping the charge and discharge profile into the monetary

cost. The parameter ht denotes the holding cost of BES at

slot t [7], which depends on working conditions like weather,

temperature, etc. Both α and ht are assumed to be known by

the operators1. Note that I{·} is an indicator function. The case

of θt = 0, having zero reward, means no profit for the dead

BES, and the operator is assumed to be obligated to replace it.

III. SSP FORMULATION AND POLICY STRUCTURE

An SSP problem is a special case of the expected total-

reward (or expected total-cost) infinite-horizon Markov deci-

sion process (MDP) problems [12]. For SSP problems, there

is a (or a set of) special cost-free termination state. Once the

1One of the extensions of the current model in our ongoing work is to further
consider ht as a predictable random variable, e.g., by means of temperature and
humidity forecast. Note that the fundamental SSP model will not be changed.
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system reaches the termination state, it stops evolving, and thus

no further system cost will be incurred. We next present the

formal SSP formulation in subsection III-A.

A. Formal SSP Formulation
System state: the system at each slot t can be characterized

by a three tuple ωt = (bt, θt, pt) ∈ Ω = B × Θ × P .

B = {b, b+Δ, b+2Δ, · · · , b} is the state space for the battery

energy level and Θ = {0,Δ, 2Δ, 3Δ, · · · , θm} is the state

space for the remaining throughput. P will be specified later in

this subsection. We use Δ to denote the discretization step-size,

and without loss of generality, we assume θm is completely

divisible by Δ. We drop the time index t and use ω = (b, θ, p)
to denote the current system state, for simplicity.

Action space: given the system state ω = (b, θ, p), the oper-

ator determines its charge, discharge or idle action μ ∈ A(ω).
Recall that given a specific system state ω, the corresponding

action space A(ω) is the shaded area, as shown in Fig. 2.

Mathematically, it is given by

A(ω) =

{
μ
∣∣− min

{
b− γ1s, d

max, θ
}

ηd
≤

μ ≤ ηc min
{
γ2s− b, cmax, θ

}}
,

(2)

where s is the current battery capacity. (Note that st is decaying

during the usage, and in this paper we use the same decaying

model as [3].) Note that when θ = 0, we have A(b, 0, p) = {0},

which is consistent with the Ah-throughput model.
Exogenous process: we denote pt as a real-time price during

period (t, t + 1], and assume that for all t, pt ∈ [pmin, pmax].
The price space is further discretized into P = {pmin, pmin +
Δp, p

min + 2Δp, · · · , pmax} with step size Δp. The price is

declared at the beginning of each interval (t, t+1] and remains

constant during that interval. We further assume that at each

slot, the electricity price evolves according to a distribution

which may only depend on the price in the current time slot

(i.e., Markovian). Thus, we can define a Markov chain with

state space P and transition probability given by ϑpp′ =
Pr{pt+1 = p′|pt = p}, p, p′ ∈ P . We adopt the same assump-

tion for modeling the exogenous electricity price process as [8]

by introducing two properties for the Markov chain we define

above: 1) Markov-Contractivity in the mean and 2) Stochastic
Monotonicity. Basically, the Markov-Contractivity captures the

fact that prices tend to be mean reverting and the Stochastic
Monotonicity describes the “stickiness” of the price: a low price

at time t is more likely to lead to a low price at time t+1, and,

likewise, a high price at time t is more likely to lead to a high

price at time t+1. Both of these definitions are relatively mild

conditions for representing simple forms of price dynamics [8].

Similar approaches also appear in [9] and [10].
Transition kernel: the transition kernel reflects the uncer-

tainty in the SSP problem, and we represent the state transitons

as the following conditional probability:

Pr[ω′|ω, μ] = Pr
[
(b′, θ′, p′)|(b, θ, p), μ

]
= ϑpp′ · I{b′=b+μ} · I{θ′=θ−|μ|}.

(3)

Based on the parameters specified above, the formal defini-

tion of maximizing the expected total economic reward for the

BES operator is given as follows:

maximize
{π0,π1,··· ,πt,··· }

E

{ T (Π)−1∑
t=0

R(ωt, μt)|(b0, θ0, p0)
}
, (4)

where Π = {π0, π1, · · · , πt, · · · } is the policy that mapps the

state space into its action space. Note that we maximize the
reward over the time horizon which stops at epoch T (Π)− 1,
where T (Π) = argmin

t
{θt = 0} is a function of policy Π and

also a random variable that characterizes the terminal time of
the BES. It is worth mentioning here that the intrinsic coupling

of the operational policy and lifetime (or the termination time

of this SSP problem, which is denoted by the random variable

T (Π)), makes the problem different from the traditional finite-

horizon MDP problems, and it is also the key difference

between our work and most of the existing literature.

B. Value Iteration and Optimal Trading Policy

We are interested in the optimal policy that can achieve the

maximum expected reward when reaching the termination state.

We have the following result regarding the optimal policy, and

the details are illustrated in the following Theorem 1:

Theorem 1. Problem (4) admits an optimal policy that is
deterministic and stationary. For all ω ∈ Ω, the optimal action
μ∗ = π∗(ω), where π∗ denotes the deterministic and stationary
optimal policy. The optimal operational policies Π∗ are given
by Π∗ = [π∗, · · · , π∗, · · · , π∗︸ ︷︷ ︸

T (Π∗)

].

Proof. The proof of the stationary policy that is optimal and

deterministic is the direct result following from Proposition

7.2.1 [12], and thus it is omitted here for brevity.

We use J(ω) to denote the optimal reward starting from

the system state ω before termination. J(ω) is known to be

the optimal cost-to-go function from the dynamic programming

perspective. The optimal policy of Problem (4) satisfies the

Bellman’s equation as

J(ω) = R
(
ω, μ∗

)
+ E

[
J
(
b+ μ∗, θ − |μ∗|, p′

)]
. (5)

According to the definition of SSP, the optimal value function

J(ω) = 0 for all termination states. The optimal policy for

Problem (4) can be derived through the standard value iteration

algorithm, in which the optimal cost-to-go function J(ω) is

iteratively determined by

Jn(ω) = max
μ∈A(ω)

{
R(ω, μ)+

∑
ω′∈Ω

Pr[ω′|ω, μ]Jn−1(ω
′)
}
, (6)

where n denotes the iteration index in the standard value

iteration algorithm.

C. Threshold Structure Property of the Optimal Policy

Based on the value iteration in (6), by further leveraging the

fact that the SSP problem is a finite horizon MDP problem in
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nature2, the optimal policy we obtained from the SSP problem

can be proved to present some threshold-structured properties.

Theorem 2. In every time slot t ∈ T , two energy levels, i.e.,
an upper threshold boundary b

(up)
t (θ, p) and a lower threshold

boundary b
(low)
t (θ, p) exist. They serve as two thresholds to

determine charge, discharge and idle with b
(low)
t (θ, p) ≤

b
(up)
t (θ, p). Specifically, the optimal policy π∗

t is given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min
{
bt−b

(up)
t (θ,p),dmax,θ

}
−ηd

if bt ∈
(
b
(up)
t (θ, p), bt

]
,

0 if bt ∈
[
b
(low)
t (θ, p), b

(up)
t (θ, p)

]
,

min
{
b
(low)
t (θ,p)−bt,c

max,θ
}

1/ηc
if bt ∈

[
bt, b

(low)
t (θ, p)

)
.

Proof. The establishment of this threshold-structured policy

relies on transforming the original problem of deciding the

optimal action μ∗ into deciding the optimal energy level b∗, and

further leveraging the piecewise linearity and concavity of the

value function. Please refer to [13] for the detailed proof.

Recall that in Fig. 2, point Kcmax will shift to the left hand

side if the charge power rating cmax becomes larger, and point

Kdmax will shift to the right hand side when the discharge

power rating dmax becomes larger. Based on Theorem 2,

we can see that these two shifts play very important roles

in determining the threshold structure of the optimal policy.

Meanwhile, the remaining throughput θ also determines the
policy by either deciding the action directly (e.g., consider when
θ is smaller than dmax and bt − b

(up)
t (θ, p)) or indirectly by

influencing the threshold b
(up)
t (θ, p) and b

(low)
t (θ, p). We will

demonstrate all these observations by simulation in Sec. V,

which turns out to present many important insights for real

BES systems. Note that by rigorous mathematics, Theorem 2

extends the similar threshold property in [5] and other literature

on the warehouse management area [11] to be more general.

We believe the existence of the threshold-structured policy,

even when taking the lifetime factor into account, brings more

instructive insight into a real system’s operation.

Although it is shown in [12] that the value iteration for

our proposed SSP problem will converge to the optimal value

within a finite number of iterations, this approach is unsuitable

for systems with a large state space due to the famous “curse

of dimensionality”. Meanwhile, analytically calculating the

two thresholds in Theorem 2 is very difficult in general (if

not impossible). Therefore, we propose to further exploit a

computationally tractable algorithm to solve Problem (4) in the

next section.

IV. A FAST ALGORITHM BASED ON LAYER AND GROUP

A. Overview of Layer and Group

We first briefly introduce how we aggregate the state space.

For any states ω = (b, θ, p), according to the non-increasing

property of the throughput during the usage of the BES, we can

2According to [12], SSP is a special case of the total expected cost infinite
horizon MDP problem; however, due to the existence of absorbing states, SSP
is finite in nature. Note that there is no contradiction since absorbing states are
assumed to have zero cost.

0,2,1 0,2,2 0,2,3 1,2,1 1,2,2 1,2,3 2,2,1 2,2,2 2,2,3

0,1,1 0,1,2 0,1,3 1,1,1 1,1,2 1,1,3 2,1,1 2,1,2 2,1,3

0,0,1 0,0,2 0,0,3 1,0,1 1,0,2 1,0,3 2,0,1 2,0,2 2,0,3

LG(0, 2)

LG(0, 1)

LG(0, 0)

LG(1, 1)

LG(1, 2)

LG(1, 0)

LG(2, 1)

LG(2, 2)

LG(2, 0)

(a) The Layer-and-Group state space subdivision.

1,1,1 1,1,2 1,1,3

2,0,1 2,0,2 2,0,3 0,0,1 0,0,2 0,0,3

ϑ11 ϑ12 ϑ13 ϑ31 ϑ32 ϑ33

ϑ21

ϑ22

ϑ23

charge idle discharge

(b) A feasible incomplete transition digram.

Fig. 3. An illustration of the layered and grouped structure of the proposed
CSSP. Each state is denoted by (b, θ, p), where the state space for this simple
example is {0, 1, 2}×{0, 1, 2}×{1, 2, 3}. The action space is μ ∈ {−1, 0, 1}.
We also illustrate an incomplete transition diagram for LG(1, 1) when follow-
ing the given policy shown in the subfigure (b). The Markov chain for the price
transition is given by Pr(j|i) = ϑij , ∀i, j ∈ P = {1, 2, 3}.

layer the whole system state space into a hierarchical structure

by their remaining throughput θ. Furthermore, for the states in

the same layer, we can group them into a block structure by

their current energy level b. If we regard our system state as

(physical state, information state), then all the states from the

same group have the same physical condition.

We exemplify this Layer and Group approach in Fig. 3.

For the system state space (b, θ, p) denoted by {0, 1, 2} ×
{0, 1, 2} × {1, 2, 3}, we first layer the whole space into three

layers according to their θ value. For example, all the states

in Layer 0 are termination states with zero throughput (i.e.,

θ = 0), the states in Layer 1 have remaining throughput 1, and

it is 2 for the states in Layer 2. Furthermore, for all the states in

the same layer, we group them according to their energy level

b. For example, the leftmost group in Layer 1 consists of three

states with energy level b = 0, and likewise for the other two

groups. We label each group with LG(b, θ) (which are shown at

the leftmost part of Fig. 3 for each group correspondingly) and

give the following properties of this construction that contribute

to our computationally efficient algorithm:

Property 1: In each layer, the states from group LG(b, θ)
cannot transit to any other groups LG(b′, θ), b′ ∈ B\b since

the BES energy level can never increase or decrease without

decreasing the remaining throughput. However, they can move

to the states within the same group by keeping the BES idle.

Property 2: Between different layers, the states from group

LG(b, θ) cannot transit to any other groups, LG(b, θ′), θ′ ∈
Θ\θ, since the remaining throughput can never increase or

decrease without changing the energy level. However, they

can move to the states from groups LG(b′, θ′), b′ ∈ B\b or

θ′ ∈ Θ\θ within the allowance of power constraints.

We will show in the next subsection that our proposed
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efficient dynamic programming algorithm exactly leverages the

above two properties, and this is also the main reason for

performing layering and grouping aggregations.

B. Dynamic Programming Based on Layer and Group

Recall that the optimal value function J(ω) = 0, ∀ω ∈
LG(b, 0). For any system state ω, we denote the states from

the same group as ω by G(ω). We also denote those states by

M(ω), to which the system can move from state ω. According

to the above two properties, the optimal value function J(ω)
only depends on all the optimal value functions J(ω′) for ω′

from the lower layers and the optimal value function for the

states in the same group G(ω). Therefore, the value iteration

(6) can be reformulated as

modified value iteration︷ ︸︸ ︷
Jn(ω) = max

μ∈A(ω)

{
R(ω, μ) +

∑
ω′∈G(ω)

ϑpp′Jn−1

(
ω′

)}
+

∑
ω′∈M(ω)\G(ω)

ϑpp′J
(
ω′

)
︸ ︷︷ ︸

pre-computed information

.
(7)

The idea of (7) is that starting from Layer 0, we sequentially
apply the value iteration for each group LG(b, θ) until arriving
at the uppermost Layer θm. Note that for the value iteration

(which we refer to as the modified value iteration) within each

group, only those states from the same group are involved,

while all the value functions of those states from the lower

layers will have already been computed (which we refer to

as the pre-computed information). Following this approach,

it should be noted that the value iteration converges to its

optimality as (6), since we do not violate the principle of
optimality in (5).

Remark 1. The original state space dimension is M = |B|·|Θ|·
|P|. Assume that the dimension of the action space is fixed to be
|A(ω)| = A, then the total complexity of solving (5) will be in
the order of O(M2A). However, the computational complexity
of solving (7) will be significantly reduced to be linear in
O(|P|2A). In practice, we may have very large dimension
spaces for B and Θ due to large BES configurations but often
a small dimension for the price space P3.

V. COMPUTATIONAL EXPERIMENT

In this section, we will illustrate our theoretical results

through extensive simulation experiments4. The main simula-

tion results are summarized as follows.

A. Optimal Policy with Threshold Structure

Figure 4 shows the optimal policy for different holding

cost scenarios and different remaining throughputs. Note that

for h = 0, θ = 100, Fig. 4(a) validates our theoretical

3Of course, more fine-grained discretization of price p will introduce larger
|P|; however, in a practical electricity pricing scenario, it is rational to assume
that p is not changing in a very fine-grained manner.

4All the algorithms in this paper are implemented in MATLAB R2013A on
an INTEL CORE i7-4770K Haswell 3.5GHz CPU, 16GB RAM PC.

TABLE I
CPU TIME COMPARISON AND EXPECTED LIFETIME5

Time by GS (sec.) Time by LG (sec.) Expected Lifetime (hr.)
θm = 50 153.328 12.231 221.367
θm = 75 368.097 22.553 321.949
θm = 100 622.522 38.138 427.177
θm = 125 1299.557 57.488 531.773
θm = 150 2127.213 86.139 644.260
θm = 175 3081.675 111.311 748.174
θm = 200 4532.047 148.927 860.431

results in Theorem 2 by demonstrating a very clear threshold

structure property. When the holding cost increases, both the

upper threshold boundary b
(up)
t (θ, p) and the lower threshold

boundary b
(low)
t (θ, p) shift to the left, which is depicted by

Fig. 4(b). Note that the degree of movement for each part of

the boundaries is different. An interesting analogy is as follows:

Imagine that there exists some strength to drag the threshold

boundaries to move. Then, when h increases, there is more

strength on the lower (upper) part of the dotted-blue (dotted-

red) line. We show this property by different sizes of arrows,

meaning different levels of strength to drag the boundaries to

move. The insight for real systems behind this phenomenon

is that, in order to achieve the optimal policy with maximal

expected economic value, the BES should be charged more

conservatively when the energy level is low, but it should be

discharged more aggressively when the energy level is high;

both are trying to keep the energy level low enough so as to

reduce the high holding cost. Another interesting insight for

real systems is that, when the BES is close to its lifetime,

by comparing the optimal actions in the circles between Fig.

4(b) and Fig. 4(c), we observe that trying to charge (discharge)

more aggressively when the energy level is low (high) is more

beneficial. Meanwhile, we should also avoid too much charging

and discharging for those states with average energy levels.

B. Economic Value under Optimal Trading Policy

Figure 5 shows the economic value for the different power

ratings cmax and dmax. Fig. 5(a) illustrates that in the low

holding cost scenario (h = 0), it is always beneficial to

increase the charge power rating cmax. However, a larger

discharge power rating dmax does not significantly yield a

better result due to the quick saturation of the BES’s economic

value. Therefore, BES operators should carefully consider their

requirements for cmax and dmax according to their different

holding cost environments, thus avoiding unnecessary extra

capital costs. However, when the holding cost is high (h = 0.4),

unilaterally increasing the discharge power rating will induce

some undesirable decreases in economic value, especially when

the charge power rating cmax is small. This motivates some

potential BES operators to avoid a mis-balance between cmax

and dmax when their holding cost is high. Meanwhile, it

is always beneficial to have a larger dmax for BES with a

large cmax since it helps to discharge previously accumulated

electricity out of the BES.

5In the table, GS denotes the Gauss-Seidel flavor of the value iteration and
LG denotes our proposed layer and group approach.

2014 IEEE International Conference on Smart Grid Communications

726



0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10

b
(low)
t (100, 4)

h

h

b
(up)
t (100, 7)

electricity price p

en
er

g
y

le
v
el

b

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-1

-1

-1

0

0

0

0

0

0

1

1

1

0

1

0

1

0 -1

-1

-1

-1

-1

-1

-1

(a) h = 0, θt = 100

0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10

b
(low)
t (100, 3)

b
(up)
t (100, 4)

electricity price p

en
er

g
y

le
v
el

b

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

1

0

0

0

1

0

1

0

-1

-1

-1 -1 -1 -1 -1 -1

(b) h = 0.4, θt = 100

0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10

electricity price p

en
er

g
y

le
v
el

b

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

1

1

0

0

0

0

0

0

0

0

0

0

0

0

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

-2

1

0

0

-1

1

0

1

0

1

1

0

0

0

-1

-1

-1

-1 -1 -1 -1 -1 -1

(c) h = 0.4, θt = 10

Fig. 4. Optimal policy with different holding cost factors h and remaining throughputs θt. We assume the energy level b is discretized into 10 levels, and the
whole action space is μ = {−2,−1, 0, 1, 2}. The blue (red) polygonal lines are the lower threshold boundary (upper threshold boundary) below (above) which
the BES should work in charge (discharge) mode with the amount of power specified in each grid. We use the dotted-blue and dotted-red lines to represent the
possible thresholds for a real system with a continuous system space.
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Fig. 5. Economic value with different power ratings cmax and dmax under
(a) low holding cost environment and (b) high holding cost environment.

C. Computational Complexity Comparison

We compare our Layer and Group approach and the tradi-

tional Gauss-Seidel value iteration approach in Table I under

different initial throughput. The system state space is increased

by varying θm, while the other two entries b and p are kept

fixed. Note that we use the same parameters as in Fig. 4(a)

except θ. The last row of the table shows the expected lifetime

obtained based on the underlying absorbing Markov chain of

the SSP. As shown in Table I, the CPU time of our Layer and
Group approach completely outperforms that of the traditional

Gauss-Seidel algorithm, with a minimum speedup of 12.5

times (when θm = 50). Note that this speedup becomes more

substantial when the state space is larger. For example, when

θm = 200, the Layer and Group approach achieves a speedup

of more than 30 times.

VI. CONCLUSION

In this paper, we have proposed a novel model to exploit

the arbitrage value of BES. In addition to the ramp and

capacity constraints, we explicitly took the lifetime constraint

into consideration and formulated the BES profit maximization

problem as an SSP problem. By exploiting the structure of

the problem, we proposed a Layer and Group approach to

make the SSP computationally tractable. We also proved the

threshold structure property of the optimal policy, and we

demonstrated various implementation insights based on our

extensive simulation experiments. Note that simply choosing

BES with a larger discharge power rating will not always be

beneficial, and that maximizing the total expected economic

value of BES along its entire lifetime requires an optimal

tradeoff between exogenous price, capital cost and holding cost.
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