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Abstract—With the integration of renewable energy
sources to the power grid, the volatility of supply in the
system will increase. Consequently, the mismatch between
the power supply and demand may happen frequently and,
thus, lead to frequency deviation from its nominal value. To
avoid this scenario, demand-side flexibility has been widely
considered to provide frequency regulation services. In this
paper, we focus on the flexibility of thermal systems in build-
ings and propose a hierarchical demand-response market
with a three-step algorithm to model the interactions among
three entities: the independent system operators (ISOs), ag-
gregators, and end users. The flexibility from the end users
is aggregated in step 1, which is based on the incentive
and electricity prices broadcasted by the aggregator. A ro-
bust optimization approach is adopted to improve the user’s
decision under the electricity price uncertainty. To model
the interaction between the ISO and aggregators in step 2,
a bilevel optimization problem is solved, in which the ISO
seeks to minimize its cost, while the aggregators maximize
their benefits in the day-ahead market. In step 3, each ag-
gregator allocates its successful trading reserve among end
users based on their performance scores.

Index Terms—Aggregator, bilevel optimization, day-
ahead market (DAM), demand response (DR), frequency reg-
ulation service (FRS), performance score.

NOMENCLATURE

Indices
h Index for time (Hours).
j Index for aggregator, j = 1, 2, . . . , J .
i Index for buildings that are connected to

an aggregator j, i = 1, 2, . . . , Ij .
n Index for reward, n = 1, 2, . . . , N .

Parameters
xi,j,h Indoor temperature (◦C).
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ai,j,h Outdoor temperature (◦C).
mi,j +1 for heating and −1 for cooling.
αi,j , βi,j Building insulation parameters.
p̃h Day-ahead electricity price (¢/kWh).
p+

h , p−h Positive/negative deviation of actual price
from the forecasted price (¢/kWh).

δi,j,h End user’s comfort satisfaction weight fac-
tor.

r+
j,h , r−j,h Up/down-reserve reward (¢/kWh).

umin
i,j , umax

i,j Minimum/maximum bound of end users’
power consumption (kW).

x+
i,j,h , x−

i,j,h Up/down comfort temperature area (◦C).
x̂i,j,h Desired temperature level (◦C).
ymax

i,j,h Maximum deviation of temperature (◦C).
Γi,j Conservativeness degree of decision

maker regarding the price uncertainty.
pg

h , pg
h

Cost of procuring up/down reserve by gen-
erators (¢/kWh).

Wh,Wh Up/down-reserve capacity the ISO aims to
buy in the DAM (kWh).

ηi,j End user’s performance score.
η̂i,j Adjusted performance score.
M Large positive constant.

Decision variables
ui,j,h Nominal power consumption of end users’

thermal system (kWh).
υ+

i,j,h , υ−
i,j,h Up/down-reserve capacity (kWh).

E
g
h ,Eg

h Generator up/down-reserve capacity
(kWh).

V j,h , V j,h Up/down-reserve capacity that the ISO
buys from the aggregators (kWh).

λj,h , λj,h Up/down-reserve price that the ISO pays
to the aggregators (¢/kWh).

y+
i,j,h , y−

i,j,h Up/down-reserve capacity that the aggre-
gator buys from a building (kWh).

I. INTRODUCTION

THE frequency regulation service (FRS) facilitates the in-
stantaneous balance between the demand and supply in the

power grid and thus assists the independent system operators
(ISOs) in maintaining the utility frequency within an acceptable
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range. Traditionally, the FRS is offered by the generators from
the supply side. However, with the increase of the uncertainties
due to the integration of renewable energy in the supply side and
newly introduced mobile load such as electric vehicles in the
demand side, maintaining the balance of the demand and supply
on a second-by-second basis becomes much more challenging.
As a result, the FRS not only requires a larger quantity of fre-
quency regulation reserves, but also desires a higher quality of
the reserves with the capacity of fast response. Based on recent
studies [1]–[2], demand response (DR) has been acknowledged
as a promising approach in offering flexibility to the power
grid by controlling the power consumption of the flexible load
and, hence, can offer the FRS as well. Moreover, such flexible
loads can provide the FRS at a lower cost and without envi-
ronmental impact compared to generators [3]–[4]. According to
the Federal Energy Regulatory Commission (FERC) order 719,
all the ISOs are required to accept bids from DR participants
in their wholesale markets, and different ISOs can design and
implement multiple DR strategies [5]. Among flexible loads,
those with thermal storage, such as heating and cooling systems,
in commercial and residential buildings have received signifi-
cant consideration for the FRS due to their fast responsiveness
[6]–[7]. The FERC issued a two-component market-based com-
pensation scheme, FERC Order 755, which considers a capacity
payment and a performance-based payment. The performance-
based payment has incorporated by most of the U.S. ISOs, but it
is measured and calculated in different ways for different ISOs
(for example, California Independent System Operator (CAISO)
measures the performance of frequency regulation by the accu-
racy percentage, which takes into account the deviations from
the automatic generation control (AGC) signal [8]. In addition,
the CAISO enforces the resources to be recertified for provision
of the FRS if they violate a certain accuracy threshold (e.g.,
50%), whereas PJM adopts a metric called performance score,
which is computed based on the delay, correlation, and accuracy
of the offered FRS [9]). In this work, we propose a three-step
approach to design a contract for the CAISO day-ahead reserve
market so that the demand-side FRS from the buildings can be
obtained.

Because a single building’s reserve for the FRS is too small
(e.g., several kilowatts [10]) compared to the minimum reserve
for participating in the FRS market (e.g., 0.5 MW in PJM [11]),
an aggregator is typically needed to act as an agent between the
ISO and the aggregate of buildings, which are willing to par-
ticipate in the FRS [12]–[13]. The building automation system
(BAS) is a computer-based control system installed in buildings
and can act as a bridge between the aggregator and the end user
for an intelligent management of energy. The BAS gathers data
from sensors and relevant external information provider (e.g.,
aggregator) to maximize the operational performance of the fa-
cilities in buildings [14]–[15]. On the one hand, an aggregator
has more expertise about the market process and bidding strate-
gies and how to interact with all the BASs to aggregate their fre-
quency regulation reserves. Several types of associations can be
identified as aggregators, for instance local distributions compa-
nies, energy service companies, and electricity retailer. In this
work, the aggregator is the retailer company that buys power

from hundreds or thousands of buildings’ owners and sells this
power in the electricity market. It only provides financial incen-
tives to the end users to participate in the FRS when possible and
it does not have any control over the individual buildings. In par-
ticular, the aggregator determines the aggregate reserves of all
the BASs and their corresponding prices, which are also known
as quantity–price pairs. On the other hand, the aggregator trades
the aggregate reserve in the FRS market, which is organized by
the ISO, through submitting the quantity–price pairs as its bids.
Based on the market clearing results, the accepted reserve will
be awarded based on the corresponding price in the bid, and the
aggregator distributes the reserve and rewards to the BASs. Note
that for existing works that consider the participation of the ag-
gregator in the FRS market, they assume that the aggregators are
price takers and their bidding price is low enough so that all the
bidding reserves will be accepted with the market clearing price.
Thus, the aggregator only needs to estimate the maximal aggre-
gate reserve value and neglects the price information for the bid
[16]–[18], [23]. However, in practice, the price information is
important for the BASs because each individually operated BAS
will have different willingness to participate in such an FRS for
different prices. Thus, it is still unclear that how the aggregator
should obtain the aggregate price information and whether it
is possible to strategically manipulate these bidding prices. In
order to bridge this gap in the literature, we propose a contract
between the aggregator and the BASs so that the aggregator
can construct the quantity–price bids from the BASs explic-
itly, trades the reserve in the FRS market with the capability
of manipulating the bidding prices, and distributes the cleared
reserve and rewards to BASs proportionally according to their
past performance so that a long-term high-quality participation
from BASs is encouraged. In the proposed contract design, end
users execute noncooperative strategies and keep their bidding
information private. Moreover, we are limiting ourselves to the
buildings that cannot easily participate in the FRS directly due
to the minimum bid size requirement of the wholesale market.

II. RELATED WORKS AND CONTRIBUTIONS

There have been a number of research works on modeling
residential DR and scheduling flexible appliances. The main aim
of these studies is to minimize residential electricity payments
[19]–[21] or to provide the FRS to the grid [22]. In [23], the
authors considered an aggregate of commercial buildings and
proposed a robust control framework for reliable scheduling
of Heating, ventilation, and air conditioning (HVAC) systems
against the uncertain frequency control signal sent by the ISO.
Most of the proposed mechanisms are incentive based, where
the customers receive rewards for their participation [24]–[26].
Hu et al. [26] introduced multilevel reward rates to encourage
the residents to compromise outside their comfort zone area,
especially if an emergency occurs for the grid, and the authors
formulated an optimization problem to minimize total reward
payment, while the customers’ comfort level is maximized. In
[27], the authors proposed an operational planning framework
for large-scale thermal load dispatch. The aggregator estimates
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the maximum capacity of the loads, and the system operator
performs a day-ahead scheduling, using a bilevel programming.

Incentive price information has an influence on users’ par-
ticipation in the FRS and their willingness to partially sacrifice
their comfort for a reward. However, most of the initial works in
this domain did not thoroughly discuss about the aggregator’s
bidding price and the BASs’ responsiveness to different price
information. In this work, we develop a comprehensive model
with three hierarchical steps. Step 1 deals with the customers’
day-ahead decisions in the energy market. In this stage, the ag-
gregator broadcasts the electricity price and different profiles
of reserve reward to the end users and asks for their reserve
capacity to obtain the reserve from all the connected BASs in
a discrete manner. After retrieving the information from an ag-
gregation of the users, the ISO clears the market in step 2. A
bilevel optimization method is applied with the objective of
maximizing the aggregators’ profits and minimizing the ISO’s
cost, which is a mixed-integer nonconvex problem. The idea of
performance-based compensation for the FRS is considered in
[28] and [29], in which the performance is appraised based on
a real-time dispatch. In this work, we devise a new scheme, in
which the aggregator contracts for the reserve capacity of end
users based on their performance score and the ISO’s need in the
wholesale electricity market in step 3. Thus, if a user refuses to
provide its promised flexibility in real time, it may be considered
as an unreliable resource and the aggregator buys a lower level
of flexibilities from it. Electricity prices announced in the day-
ahead market (DAM) are subject to forecasting errors, which
can influence the users’ decision makings. Thus, it is prudent
to design an algorithm that copes with such an uncertainty. The
robust optimization approach has been paid great attention in
practical applications in the last decades [30]–[32]. To this end,
we apply the robust optimization method to the uncertain elec-
tricity price in this paper, and we specify the uncertain price by
an uncertainty set, in which it can take values. In summary, this
paper makes the following contributions:

1) a decision-making model for the aggregator is proposed
to contract for demand-side reserves based on their reliability,
following a three-step hierarchical framework;

2) providing the end users with different profiles of reserve
rewards to construct the quantity–price bids from the BASs;

3) formulating a bilevel optimization problem to derive the
optimal trading strategies between the ISO and aggregators in
the electricity market and to simplify it to a single-level opti-
mization problem;

4) considering the end users’ performance scores when an ag-
gregator needs to allocate its contracted reserve among different
FRS participants;

5) considering the uncertainty associated with electricity
prices and using a robust optimization technique to improve
the decisions of BASs that act as FRS participants.

The organization of this paper is as follows. In Section III, a
hierarchical FRS framework is explained as well as the mech-
anism design. In Section IV, a three-step algorithm with the
corresponding mathematical formulation for each step is elabo-
rated in detail. In Section V, we present numerical results based
on simulations. Section VI concludes this paper.

Fig. 1. Interaction of FRS participants—ISO, aggregators, and end
users. Layer 1: Communication between the aggregators and building
owners. Layer 2: Communication between the aggregators and the ISO.

III. MECHANISM DESIGN OF THE HIERARCHICAL MARKET

The hierarchical structure of the demand-side FRS is illus-
trated in Fig. 1. At the lower level, the residents of a typi-
cal building can modify their demand profile according to an
AGC signal advertised by the aggregator. The baseline demand
pattern and the up/down-reserve capacity are calculated by a
BAS that has taken into account the electricity price, mone-
tary rewards, and users’ comfort adjustment. In the upper level,
the ISO has a contract with the aggregators and purchases the
hourly capacity in the DAM. The wholesale energy market is
comprised of a distinct DAM and real-time market (RTM). In
the DAM, the ISO procures 100% of the predicted regulation
requirements in hourly intervals. The real-lime market is a spot
market, in which utilities can buy power to meet the last few
increments of demand not covered in their day-ahead sched-
ules. In this study, we model an aggregator that participates
in the DAM and makes a contract with buildings’ owners to
provide sufficient FRS to the ISO the day after. We consider
an electricity market consisting of an ISO, a set of aggregators
A = {1, 2, . . . , J}, and a set of buildings Bj = {1, 2, . . . , Ij}
connected to an aggregator j ∈ A, as the one depicted in Fig. 1.
We consider a thermal system in each building, which has the
flexibility to provide up/down reserve by increasing/shedding its
energy consumption without significantly sacrificing end users’
comfort. We assume that the residential buildings are equipped
with the BAS technology, which facilitate the communication
with the aggregator and the ISO for providing flexibility [33].
In-home display and smart thermostat technologies also facili-
tate a fine control of the buildings’ thermal components. Let
i ∈ Bj denote a building connected to an aggregator j; we
adopt the temperature evolution dynamic equation xi,j,h+1 =
(1 − αi,j )xi,j,h + mi,jβi,j ui,j,h + αi,j ai,j,h , where h ∈ H and
H is the set of hours for the FRS. The mechanism of our contract
design is as follows.

1) In the proposed model, we consider two layers, which are
mathematically presented by a three-step algorithm. In layer 1,
each building is connected to its registered aggregator, and in
layer 2, the aggregators communicate with the ISO.

2) In step 1, the BAS makes a decision for an optimal re-
serve capacity in hourly intervals based on the information in
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layer 1 such as electricity prices and reserve rewards. Accord-
ing to the contract, the utility company charges the end user
for its reference power consumption, ut , based on the real-time
price irrespective of the deviation from the reference power
consumption, which might be imposed by the regulation signal
the next day. The end user gains rewards appropriate to the DAM
reserve purchased by the aggregator.

3) In step 2, the contracts between the aggregators and the
ISO are explored. The aggregators receive the up/down-reserve
capacities of different connected buildings and participate in
the bidding market with the aim of maximizing their revenues.
The ISO purchases some reserve from each aggregator in the
DAM for the FRS of the next operating day such that its cost is
minimized. This step occurs in layer 2.

4) Step 3 addresses an allocation of reserve among users in
layer 1. The aggregators take into account the historical per-
formance of end users and accept more flexibilities from more
reliable resources. We assume that the aggregator has direct
access to measure users’ responses to the AGC signal and to
calculate each user’s performance score.

IV. PROBLEM FORMULATION AND ALGORITHM

In this section, a three-step algorithm and an optimization
problem related to each step are devised.

A. Step 1: Layer 1

The optimization problem of this stage is solved by
the BAS on the user side. The decision variables are
DV1 :{ui,j,h , υ+

i,j,h , υ−
i,j,h}. The optimal decision should be

taken to not only reduce the total payment but also to cap-
ture the discomfort caused by the deviation from the reference
pattern. The optimization problem for the BAS i ∈ Bj is

P1 :

min
DV1

∑

h∈H

[
C1

(
ph , ui,j,h

)

+ C2
(
xi,j,h , x−

i,j,h , x+
i,j,h , x̂i,j,h

)

−R(υ−
i,j,h , υ+

i,j,h , r−j,h , r+
j,h)

]

subject to (∀h ∈ H) :

xi,j,h+1 = Ai,jxi,j,h + Bi,jui,j,h + wi,j,h

(1a)

x+
i,j,h+1 = Ai,jxi,j,h + Bi,j (ui,j,h + υ+

i,j,h)

+ wi,j,h (1b)

x−
i,j,h+1 = Ai,jxi,j,h + Bi,j (ui,j,h − υ−

i,j,h)

+ wi,j,h (1c)

|xi,j,h − x̂i,j,h | ≤ ymax
i,j,h (1d)

|x+
i,j,h − x̂i,j,h | ≤ ymax

i,j,h (1e)

|x−
i,j,h − x̂i,j,h | ≤ ymax

i,j,h (1f)

umin
i,j ≤ ui,j,h ≤ umax

i,j (1g)

ui,j,h + υ+
i,j,h ≤ umax

i,j , υ+
i,j,h ≥ 0 (1h)

ui,j,h − υ−
i,j,h ≥ umin

i,j , υ−
i,j,h ≥ 0 (1i)

ph ∈ P (1j)

where the cost of power consumption, the cost of discomfort,
and the reserve payment are, respectively, C1, C2, and R:

C1(ph , ui,j,h) = phui,j,h

C2(xi,j,h , x−
i,j,h , x+

i,j,h , x̂i,j,h) = δi,j,h [(xi,j,h − x̂i,j,h)2

+ (x−
i,j,h − x̂i,j,h)2 + (x+

i,j,h − x̂i,j,h)2]

R(υ−
i,j,h , υ+

i,j,h , r−j,h , r+
j,h) = r−j,hυ−

i,j,h + r+
j,hυ+

i,j,h .

The cost of discomfort C2 is modeled as a summation of
weighted quadratic distance between the indoor temperature
xi,j,h , up comfort temperature x+

i,j,h , down comfort temper-
ature x−

i,j,h , and the end user’s desired level of tempera-
ture x̂i,j,h [34]. We call δi,j,h ≥ 0 the end user’s comfort
satisfaction weight factor that reflects the users discomfort
caused by changing the demand from its desired amount. A
smaller δi,j,h indicates that the end user is less sensitive to
the comfort satisfaction and prefers to have a higher frequency
regulation contribution. We assume that the knowledge on
uncertainty is captured in an uncertainty set P, which is bounded
in the interval [p̃h − p−h , p̃h + p+

h ]. Deviations from the nomi-
nal power consumption are known as the up- and down-reserve
capacity. Depending on the day-ahead contracted reserve, the
ISO may change the control input within the lower envelope
(ui,j,h − υ−

i,j,h) and upper envelope (ui,j,h + υ+
i,j,h). The range

of ui,j,h is [umin
i,j , umax

i,j ] and time independent, in which umin
i,j is

usually close to zero and umax
i,j is defined based on the technical

specifications of the thermal system. Constraints (1a)–(1c) are
the state-space modeling of the building thermal system, where
Ai,j = (1 − αi,j ), Bi,j = mi,jβi,j , and wi,j,h = αi,j ai,j,h , and
they demonstrate how the current state xi,j,h (temperature in this
paper), control input {ui,j,h , ui,j,h + υ+

i,j,h , ui,j,h − υ−
i,j,h}, and

weather condition wi,j,h affect the state in the future time step.
The aggregator provides a number of up/down-reserve rewards
pairs {r+

j,h , r−j,h} to each connected end user in day-ahead. Then,
each end user i solves the optimization problem P1 for each re-
ward pair {r+

j,h , r−j,h} and obtains the optimal reserve capacity

{v+
i,j,h , v−

i,j,h}. After collecting the outcomes of all the opti-
mization problems solved by all the end users, the aggregator
can generate a database of {υ+

i,j,h , υ−
i,j,h , r+

j,h , r−j,h}, in which
the optimal reserve capacity of all the end users for each reward
pair is listed. In Step 3, the database is used to find the best
contract between the aggregator and BASs.

Robust optimization is an approach to deal with the uncer-
tainty in optimization problems especially when the probability
distribution function of the uncertainty cannot be easily de-
scribed. Since the actual concern of the user is the electricity
price being more than the forecasted value, we study the case
that the actual price is more than the prediction. Uncertainty
modeling of the price can be expressed as

ph = p̃h + p+
h εi,j,h , 0 ≤ εi,j,h ≤ 1. (2)
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For a compact representation of the objective, we define
xi,j,h = (xi,j,h , x−

i,j,h , x+
i,j,h , x̂i,j,h), υi,j,h = (υ−

i,j,h , υ+
i,j,h),

rj,h = (r−j,h , r+
j,h ), and J (xi,j,h,υi,j,h, rj,h) = C2(xi,j,h) −

R(υi,j,h, rj,h). The last term will be used in the objective
function for the rest of the paper. By inserting (2) into problem
P1 , the new problem is expressed as

Ṕ1 :

min
DV1

∑

h∈H

[
p̃hui,j,h + p+

h εi,j,hui,j,h

+ J
(
xi,j,h,υi,j,h, rj,h

)]

subject to
∑

h∈H
εi,j,h ≤ Γi,j , 0 ≤ εi,j,h ≤ 1 ∀h ∈ H

(3a)

(1a)–(1i) ∀h ∈ H.

Γi,j is the uncertain coefficient that can be tolerated and it
allows the decision maker to control the degree of conservatism
of the solution. Taking a value of Γi,j between 0 and 24 allows
the decision maker to achieve a tradeoff between the nominal
performance of the deterministic model and the risk protec-
tion of the most conservative model. According to [35], using
the robust counterpart of problem Ṕ1 and Lagrangian duality,
problem Ṕ1 can be written into

´́P1 :

min
DV1 ,ξi , j , h ,μi , j

∑

h∈H

[
p̃hui,j,h + J (xi,j,h,υi,j,h, rj,h)

]

+ μi,jΓi,j

subject to (∀h ∈ H) :

μi,j + ξi,j,h ≥ p+
h ui,j,h , μi,j , ξi,j,h ≥ 0

(1a)–(1i) (4a)

where ξi,j,h and μi,j are the Lagrange multipliers of the inequal-

ity constraint (3a). The simplified optimization problem ´́P1 is
convex, and it can be solved efficiently using the optimization
software package CVX.

B. Step 2: Layer 2

In layer 2, the participant aggregators offer their reserve ca-
pacity to the ISO, which is obtained from each reward profile
n ∈ N = {1, 2, . . . , N} in step 1. In this paper, we select a
bilevel program to model the decision process between the ag-
gregators and the ISO in a hierarchical structure. One benefit
of using such bilevel programming is its transformation to a
single-level optimization problem that can be solved by the
commercially available software. A distinguishing characteris-
tic of multilevel systems is that the decision maker at one level
may be able to influence the behavior of a decision maker at
another level but not completely control his actions [36]. In the
proposed model, the ISO aims at minimizing its overall cost as
shown in P3, while the aggregators plan to maximize their own
revenues in the trading market. The problems P2 and P3 model

the following decisions process: The aggregators first announce
their up/down-reserve prices [λj,h , λj,h ], which reflect their own
valuations on their offered reserve capacity, to the ISO with the
aim to maximize their own revenues. The ISO collects all the
claimed reserve prices from all the aggregators, based on which
the ISO determines the optimal reserve capacity of each aggre-
gator. Given Vj,h,n =

∑
i∈Bj

υ+
i,j,h and Vj,h,n =

∑
i∈Bj

υ−
i,j,h ,

note that υ+
i,j,h and υ−

i,j,h are obtained from step 1, and they de-

pend on r+
j,h,n and r−j,h,n . Let aj,n ∈ {0, 1} be the decision

variable of aggregator j, indicating which reserve reward pro-
file n is chosen by the aggregator and thus how much up- and
down-reserve capacities can be offered to the ISO. Then, the
reserve market clearing prices and capacities are obtained by
solving the following bilevel optimization problem:

P2 :

max
DV2

∑

h∈H

∑

j∈A
{λj,hV j,h + λj,hV j,h − fc(V j,h)

− f
c
(V j,h)}

subject to
∑

n∈N
aj,n = 1 ∀j ∈ A (5a)

V j,h , V j,h ∈ arg{P3} ∀h ∈ H,∀j ∈ A
(5b)

P3 :

min
DV3

∑

h∈H

⎧
⎨

⎩pg
hE

g
h + pg

h
Eg

h +
∑

j∈A
(λj,hV j,h +λj,hV j,h)

⎫
⎬

⎭

subject to (∀h ∈ H,∀j ∈ A,∀n ∈ N ) :

E
g
h +

∑

j∈A
V j,h ≥ Wh (6a)

Eg
h +

∑

j∈A
V j,h ≥ Wh (6b)

0 ≤ E
g
h ≤ E

max
h (6c)

0 ≤ Eg
h ≤ Emax

h (6d)

0 ≤ V́ j,h,n ≤ aj,nVj,h,n (6e)

0 ≤ V́ j,h,n ≤ aj,nVj,h,n (6f)
∑

n∈N
V́ j,h,n = V j,h (6g)

∑

n∈N
V́ j,h,n = V j,h (6h)

where the decision variables are DV2 :{λj,h , λj,h , aj,n} and

DV3 :{Eg
h ,Eg

h , V́ j,h,n , V́ j,h,n , V j,h , V j,h}. The upper level
problem P2 represents the profit maximization of the aggre-
gators. The individual aggregator’s estimation of costs for pur-
chasing up and down reserves from the users are, respectively,



2544 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 14, NO. 6, JUNE 2018

denoted by fc(V j,h) and f
c
(V j,h) as follows:

fc(V j,h) =
∑

n∈N
r+
j,h,n V́ j,h,n , f

c
(V j,h) =

∑

n∈N
r−j,h,n V́ j,h,n .

The lower level problem represents the market clearing with the
aim of minimizing the cost of the ISO. The hourly up/down
reserve the ISO buys in the DAM can be provided by either
the aggregators or the generator. For a simple representation
of mathematical problem P3 , we use two auxiliary decision

variables V́ j,h,n and V́ j,h,n , and their relationships with V j,h

and V j,h are defined in constraints (6g) and (6h), respectively.
We assume that the ISO decides to purchase a fixed amount of
reserve in the DAM, and we neglect what it may buy in the
RTM to compensate for the uncertain level of imbalances be-
tween the supply and demand. Constraints (6a) and (6b) ensure
that the amount of reserves required by the ISO is procured.
Thus, the solution of problems P2 and P3 clarifies the up- and
down-reserve contract between the ISO and each aggregator j
based on the reserve price and capacity. Since the lower level
problem is linear, one approach to simplify the bilevel opti-
mization problems is to replace the lower level problem by its
Karush–Kuhn–Tucker (KKT) conditions. Thus

Ṕ2 :

max
DV4

∑

h∈H

∑

j∈A
{λj,hV j,h + λj,hV j,h − fc(V j,h)

− f
c
(V j,h)}

subject to (∀h ∈ H,∀j ∈ A,∀n ∈ N ) :

λj,h − εh + 	
j,h

≥ 0 (7a)

λj,h − εh + 	j,h ≥ 0 (7b)

pg
h
− εh + ϕ

h
≥ 0 (7c)

pg
h − εh + ϕh ≥ 0 (7d)

εh

⎛

⎝Wh − Eg
h −

∑

j∈A
V j,h

⎞

⎠ = 0 (7e)

εh

⎛

⎝Wh − E
g
h −

∑

j∈A
V j,h

⎞

⎠ = 0 (7f)

	
j,h

(
V́ j,h,n − aj,nVj,h,n

)
= 0 (7g)

	j,h

(
V́ j,h,n − aj,nVj,h,n

)
= 0 (7h)

ϕ
h
(Eg

h − Emax
h ) = 0 (7i)

ϕh(E
g
h − E

max
h ) = 0 (7j)

πj,h V́ j,h,n = 0 (7k)

πj,h V́ j,h,n = 0 (7l)

κhEg
h = 0 (7m)

κhE
g
h = 0 (7n)

εh , εh , πj,h , πj,h , κh , κh , ϕ
h
, ϕh , 	

j,h
, 	j,h ≥ 0

(7o)

(5a), (6a)–(6h). (7p)

The decision variables are defined by DV4 :{DV2 ,
DV3 , εh , εh , πj,h , πj,h , κh , κh , ϕ

h
, ϕh , 	

j,h
, 	j,h}. We refer to

the variables in constraint (7o) as the KKT multipliers of
the follower problem P3 . The transformed problem Ṕ2 is
a mixed-integer nonconvex problem due to the products of
variables in the objective and constraints. In the following
part, we will show how to transform this problem into a
mixed-integer linear program (MILP), which can be solved
efficiently by commercial solvers. The first difficulty origi-
nates from the complementary slackness conditions as they
consist of products of variables. We follow the procedure
in [41] to transform problem Ṕ2 into an equivalent mixed-
integer problem. The new decision variables are defined by
DV5 :{DV4 , αj,h , αj,h , βj,h , β

j,h
, ah , ah ,bh ,bh , χj,h , χ

j,h
}.

´́P2 :

max
DV5

∑

h∈H

{
εhWh +εhWh−pg

hE
g
h−pg

h
Eg

h−ϕhE
max
h

− ϕ
h
Emax

h } −
∑

h∈H

∑

j∈A

{
fc(V j,h) + f

c
(V j,h)}

−
∑

h∈H

∑

j∈A

∑

n∈N
aj,n (	j,hVj,h,n + 	

j,h
Vj,h,n )

subject to (∀h ∈ H,∀j ∈ A) :

(aj,nVj,h,n − V́ j,h,n ) ≤ (1 − χj,h)M (8a)

	j,h ≤ Mχj,h (8b)

(aj,nVj,h,n − V́ j,h,n ) ≤ (1 − χ
j,h

)M (8c)

	
j,h

≤ Mχ
j,h

(8d)

(λj,h − εh + 	j,h) ≤ αj,hM (8e)

V j,h ≤ (1 − αj,h)M (8f)

(λj,h − εh + 	
j,h

) ≤ αj,hM (8g)

V j,h ≤ (1 − αj,h)M (8h)

(pg
h − εh + ϕh) ≤ βj,hM (8i)

E
g
h ≤ (1 − βj,h)M (8j)

(pg
h
− εh + ϕ

h
) ≤ β

j,h
M (8k)

Eg
h ≤ (1 − β

j,h
)M (8l)

ϕh ≤ ahM (8m)

(E
max
h − E

g
h) ≤ (1 − ah)M[−2pt] (8n)
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ϕ
h
≤ ahM (8o)

(Emax
h − Eg

h) ≤ (1 − ah)M (8p)

εh ≤ bhM (8q)
⎛

⎝E
g
h +

∑

j∈A
V j,h − Wh

⎞

⎠ ≤ (1 − bh

)
M (8r)

εh ≤ bhM (8s)
⎛

⎝Eg
h +

∑

j∈A
V j,h − Wh

⎞

⎠ ≤ (1 − bh)M (8t)

αj,h , αj,h , βj,h , β
j,h

, ah , ah ,bh ,bh , χj,h , χ
j,h

,

∈ {0, 1}
(5a), (6a)–(6h), (7a)–(7d), (7o). (8u)

Next, we continue to linearize the nonlinear objective and

equivalently transform problem ´́P2 into a standard MILP prob-
lem. Let zj,h,n = aj,n	j,h and 	L

j,h ≤ 	j,h ≤ 	U
j,h ; we can de-

fine the following constraints:

zj,h,n ≤ 	U
j,haj,n (9)

zj,h,n ≥ 	L
j,haj,n (10)

zj,h,n ≤ 	j,h − 	L
j,h(1 − aj,n ) (11)

zj,h,n ≥ 	j,h − 	U
j,h(1 − aj,n ) (12)

where 	U
j,h and 	L

j,h are proper upper and lower bounds for
	j,h . The equivalence between (9)–(12) and zj,h,n = aj,n	j,h

can be checked as follows: If aj,n = 0, (9) and (10) force
zj,h,n = 0, which is true. Equations (11) and (12) can also sat-
isfy zj,h,n = 0. If aj,n = 1, then zj,h,n = 	j,h , which is satis-
fied in (9)–(12). The linearization for aj,n	

j,h
can be written

in the same way, which we skip for the sake of brevity. The
final optimization problem is the MILP, which can be solved
efficiently by commercial solvers (e.g., Gurobi). MILP prob-
lems are generally solved using a linear-programming-based
branch-and-bound algorithm [37].

C. Step 3: Layer 1

After retrieving information from the BAS in the aggrega-
tion of buildings and finalizing the contract between the ISO
and aggregators, the following optimization problem is solved
on the aggregator side to allocate the reserve capacity among
the end users. In step 3, the objective function is the cost of
the up and down reserves that an aggregator purchases from its
registered users over the total time horizon. The decision vari-
able DV6 :{y+

i,j,h , y−
i,j,h} includes the amount of up and down

reserves bought from each participating building i. Given the
value of aj,n in step 2, let aj,n∗ = 1 and aj,n �=n∗ = 0. Then,
each aggregator searches in its database to obtain the appropri-
ate reserve rewards r+

j,h,n∗ and r−j,h,n∗ , and their corresponding

capacities υ+
i,j,h and υ−

i,j,h for constraints (13c) and (13d). Con-
straints (13a) and (13b) enforce the aggregate flexibilities by all
the buildings to be equal to a certain amount denoted by V j,h

and V j,h and the ISO aims to achieve them according to the

contract with an aggregator j in step 2. In the objective, qi,j

is a weight factor that shows the FRS cost score of building i
connected to an aggregator j

P4 :

min
DV6

∑

h∈H

∑

i∈Bj

qi,j

(
r+
j,h,n∗y

+
i,j,h + r−j,h,n∗y

−
i,j,h

)

subject to (∀h ∈ H,∀i ∈ Bj ) :
∑

i∈Bj

y+
i,j,h = V j,h (13a)

∑

i∈Bj

y−
i,j,h = V j,h (13b)

0 ≤ y+
i,j,h ≤ υ+

i,j,h (13c)

0 ≤ y−
i,j,h ≤ υ−

i,j,h . (13d)

The weight factor qi,j defined in the objective function of
problem P4 is adopted based on the adjusted performance score,
say η̂i,j , which is simply characterized by the absolute devia-
tion of the resource’s response (e.g., ýi,j,t) from the real-time
up/down regulation signal (e.g., ỹi,j,t) it needs to provide at
time t. Let t ∈ T = {1, 2, . . . , 24 × 60} denote the minute-by-
minute time scale in which the absolute deviation Di,j,t is mea-
sured by Di,j,t = |ỹi,j,t − ýi,j,t |. Thus, the daily performance
score of each participant is calculated by

ηi,j = max
{

0, 1 −
∑

t∈T Di,j,t∑
t∈T ỹi,j,t

}
. (14)

If a resource follows the AGC signal accurately, its performance
score equals 1; otherwise, it equals a value less than 1. It is im-
portant to smooth the performance score over time so that the
resource is not instantaneously penalized. The adjusted perfor-
mance score considers the history of the resource in previous
days and it may be characterized by η̂i,j = (1 − k)η̄i,j + kηi,j ,
where η̄i,j is the history of the performance score of resource i
and k is a value between 0 and 1. Based on this definition, a re-
source with a low adjusted performance score η̂i,j may impose
some cost to the aggregator. Therefore, in layer 1, the weight fac-
tor of each user in the objective equals qi,j = 1 − η̂i,j , which
we call the cost score since the objective is a minimization
problem.

V. NUMERICAL RESULTS

In this section, we simulate the model for four heteroge-
neous aggregators, each of which is connected to a set of 1000
heterogeneous buildings with different reserve capacities, de-
sired temperature, comfort satisfaction weight factor, and per-
formance scores. We assume each building has a thermal system
with a reference temperature between 19 to 22 ◦C and a maxi-
mum allowed deviation of 2 ◦C [38]–[40]. The model has been
solved using CVX with a Gurobi solver to deal with the binary
decision variables.

A. Performance Analysis in Step 1

The BAS considers the electricity price uncertainty for mak-
ing decisions in step 1. Therefore, sensitivity analysis is provided
in this section in terms of volatility in the DAM prices for a
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Fig. 2. Day-ahead electricity price and hourly rewards for up/down
reserve.

Fig. 3. Total up/down daily reserve for different Γi ,j .

typical building i that is connected to aggregator j. We solve the
deterministic and robust optimization problems and compare
the results. Hourly up/down-reserve rewards and the day-ahead
price used for the simulations are shown in Fig. 2. The simula-
tion was carried out for different values of Γi,j to explore the
residents’ behavior against different levels of price uncertainty.
The results in Fig. 3 indicate that, with higher values of the Γi,j

coefficient, users tend to offer less down reserve but more up
reserve. Fig. 4 demonstrates the user’s decisions regarding the
reference power consumption and reserve capacity when there
is no uncertainty in the electricity price (Γi,j = 0). A similar
analysis was carried out for a maximum uncertain coefficient
of Γi,j = 24, which is shown as the green dashed line in the
same figure. Correspondingly, the indoor temperature profiles
under the two values of Γi,j are illustrated in Fig. 4. Thus, given
Γi,j = 0, the reference energy profile is very close to the upper
envelope, and with the added uncertainty in the electricity price,
it moves toward the lower envelope. We compare the simulation
results with a deterministic problem as a benchmark, in which

Fig. 4. Comparison of temperature, power consumption, and up/down
reserve for Γi ,j = 0 and Γi ,j = 24, given the desired temperature of
21 ◦C.

TABLE I
COMPARISON OF DAILY ENERGY PAYMENT (¢) VERSUS (Γi ,j )

Γi ,j Case I deterministic Case I robust Case II deterministic Case II robust

0 44.15 44.15 44.15 44.15
4 66.53 66.37 64.89 65.15
8 88.65 87.32 85.09 86.44
12 110.13 105.85 105.63 105.85
16 130.64 121.67 126.23 121.36
20 149.82 136.03 146.75 134.76
24 167.31 146.02 167.31 146.02

the electricity price is not a source of uncertainty. Two cases are
studied as follows:

Case I: This case is for a comparison of deterministic and
robust solutions under the worst realization of price uncertainty.
Daily energy payment is calculated for deterministic and robust
solutions under different values of Γi,j , and the results are sum-
marized in Table I. The results indicate that the robust scheme
lessens the energy payment under the worst realizations of the
price uncertainty.

Case II: We compare the two solutions with respect to 200
electricity price realizations that were randomly generated based
on the Γi,j coefficient. Table I shows the average energy payment
under different realizations of real-time price. Based on the
results, the robust solution can lead to less energy payment for
values of the Γi,j coefficient greater than 12.

B. ISO and Aggregator Interaction

To solve the problem in layer 2, the aggregated up/down-
reserve capacity (Vj,h,n ,Vj,h,n ) that each aggregator can offer
to the ISO is obtained from step 1 for three different profiles of
reserve rewards (N = 3). Figs. 5 and 6 demonstrate the hourly
up/down reserve the ISO buys in the DAM as the green line,
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Fig. 5. Hourly down reserve the ISO needs and purchases in the DAM
from the generator and aggregators.

Fig. 6. Hourly up reserve the ISO needs and purchases in the DAM
from the generator and aggregators.

which can be provided by either the aggregators or the generator.
Traditionally, the generator capacity is used for FRS. However,
frequently changing the generator power output may shorten its
lifetime and also produces excessive CO2 emissions. Thus, we
assume the cost of procuring reserve by the generator is much
higher compared with the aggregators, which leads to a high
proportion of the ISO’s reserve to be met by the aggregators. The
reserve capacity that each aggregator could sell in the wholesale
electricity market is shown in the same figures. This capacity
is calculated based on the aggregator’s costs for purchasing
up/down reserves from the users {fc(V j,h), f

c
(V j,h)}, which

depends on the reward that an aggregator offers to them.

C. Demand-Side Reserve Allocation

Up to now, a contract between the ISO and each aggregator
is set, which quantifies how much reserve an aggregator could
sell in the market. If an aggregator could successfully sell all
the end users’ flexibilities in the market, it makes a contract

Fig. 7. Comparison of performance-based reserve allocation with the
equally weighted one in kW/day.

Fig. 8. Performance-based users’ daily revenue in percentage of
equally weighted reserve allocation.

with each participant building and equally shares the reserve
and benefits among them. Otherwise, the reserve capacity that
an aggregator requires to buy from end users is less than their
submitted reserve in step 1, and thus, the aggregator performs
an allocation. In this part, the performance-based allocation
of reserve among users is compared with an equally weighted
allocation. We assume a range of FRS performance scores for
the 1000 participant buildings, as shown in Fig. 7. The users with
a lower cost score can sell a higher proportion of their submitted
reserve to the aggregator and they may gain more revenues in
percentage of equally weighted allocation, which is depicted in
Fig. 8. According to the proposed model, the aggregator has
a preference to have its contract with more reliable building
owners, since both the utility’s FRS and aggregators’ profits
will be less at risk.

VI. CONCLUSION

Renewable energy sources are integrated into the smart grid.
However, the major drawback of renewables is the intermit-
tency of their output, which can deteriorate the functionality of
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the grid. To this end, demand-side flexibility has been studied
to help mitigate the aforementioned drawbacks with a particu-
lar focus on a hierarchical DR market. A three-step algorithm
has been applied to the proposed model. Specifically, in step 1,
the building owners offer reserve capacity to the aggregator
with the right to be remunerated for the capacity offered. Mean-
while, a robust optimization model has been proposed in this
step to account for the uncertainty of the electricity price. In
step 2, the aggregator attempts to sell its reserve capacities to
the ISO in a trading market. To model the interaction between
the ISO and aggregators, a bilevel optimization problem has
been solved with the aim of minimizing the cost of the ISO
and maximizing the aggregators’ benefits in the DAM. In step
3, the aggregator allocates the reserve among users based on
their maximum flexibilities and the sold reserve in step 2. We
compared the performance-based allocation of reserve with the
equally weighted one and observed that a higher percentage of
daily revenue can be obtained by building owners with a higher
performance as a result of their more reliable past performance.

REFERENCES

[1] F. Abbaspourtorbati et al., “Is being flexible advantageous for demands?”
IEEE Trans. Power Syst., vol. 32, no. 3, pp. 2337–2345, May 2017.

[2] H. Wu et al., “Thermal generation flexibility with ramping costs and
hourly demand response in stochastic security-constrained scheduling of
variable energy sources,” IEEE Trans. Power Syst., vol. 30, no. 6, pp. 2955–
2964, Nov. 2015.

[3] Smart Grids Roadmap. 2011. [Online]. Available: https://www.iea.org/
publications/freepublications/publication/smartgridsroadmap.pdf

[4] D. S. Callaway and I. A. Hiskens, “Achieving controllability of electric
loads,” Proc IEEE., vol. 99, no. 1, pp. 184–199, Jan. 2011.

[5] F. Rahimi and A. Ipakchi, “Demand response as a market resource under
the smart grid paradigm,” IEEE Trans. Smart Grid, vol. 1, no. 1, pp. 82–88,
Jun. 2010.

[6] F. Oldewurtel et al., “A framework for and assessment of demand re-
sponse and energy storage in power systems,” in Proc. Symp. Bulk Power
Syst. Dyn. Control—IX Optim., Security Control Emerg. Power Grid,
Rethymnon, Greece, 2013, pp. 1–24.

[7] H. Hao, B. M. Sanandaji, K. Poolla, and T. L. Vincent, “Aggregate flexibil-
ity of thermostatically controlled loads,” IEEE Trans. Power Syst., vol. 30,
no. 1, pp. 189–198, Jan. 2015.

[8] Pay for Performance Regulation. 2012. [Online]. Available: http://
www.caiso.com/Documents/Addendum-DraftFinalProposal-
Pay_PerformanceRegulation.pdf

[9] “Energy and Ancillary Services Market Operations,” PJM. 2015. [Online].
Available: http://goo.gl/VocQoc

[10] H. Hao et al., “How demand response from commercial buildings will
provide the regulation needs of the grid,” in Proc. 50th Annu. Allerton
Conf. Commun., Control, Comput., Monticello, IL, USA, 2012, pp. 1908–
1913.

[11] Ancillary Service Market. 2016. [Online]. Available: http://www.pjm.
com/markets-and-operations/ancillary-services.aspx

[12] L. Gkatzikis, I. Koutsopoulos, and T. Salonidis, “The role of aggregators
in smart grid demand response markets,” IEEE J. Sel. Areas Commun.,
vol. 31, no. 7, pp. 1247–1257, Jul. 2013.

[13] M. Parvania, M. Fotuhi-Firuzabad, and M. Shahidehpour, “Optimal de-
mand response aggregation in wholesale electricity markets,” IEEE Trans.
Smart Grid, vol. 4, no. 4, pp. 1957–1965, Dec. 2013.

[14] S. Rotger-Griful, U. Welling, and R. H. Jacobsen, “Implementation of a
building energy management system for residential demand response,”
Microprocessors Microsyst., vol. 55, pp. 100–110, 2017.

[15] Y. Ozturk et al., “An intelligent home energy management system to
improve demand response,” IEEE Trans. Smart Grid, vol. 4, no. 2, pp. 694–
701, Jun. 2013.

[16] M. Balandat et al., “Contract design for frequency regulation by aggrega-
tions of commercial buildings,” in Proc. Annu. Allerton Conf. Commun.,
Control, Comput., Monticello, IL, USA, 2014, pp. 38–45.

[17] M. Parvania, M. Fotuhi-Firuzabad, and M. Shahidehpour, “Optimal de-
mand response aggregation in wholesale electricity markets,” IEEE Trans.
Smart Grid, vol. 4, no. 4, pp. 1957–1965, Dec. 2013.

[18] M. Parvania, M. Fotuhi-Firuzabad, and M. Shahidehpour, “ISO’s optimal
strategies for scheduling the hourly demand response in day-ahead mar-
kets,” in Proc. IEEE Power Energy Soc. Gen. Meeting, Denver, CO, USA,
2015, p. 1.

[19] S. Agheb, X. Tan, and D. H. K. Tsang, “Model predictive control
of integrated room automation considering occupants preference,” in
Proc. IEEE Int. Conf. Smart Grid Commun., Miami, FL, USA, 2015,
pp. 665–670.

[20] L. P. Qian, Y. J. A. Zhang, J. Huang, and Y. Wu, “Demand re-
sponse management via real-time electricity price control in smart
grids,” IEEE J. Sel. Areas Commun., vol. 31, no. 7, pp. 1268–1280,
Jul. 2013.

[21] N. Forouzandehmehr, M. Esmalifalak, H. Mohsenian-Rad, and Z. Han,
“Autonomous demand response using stochastic differential games,” IEEE
Trans. Smart Grid, vol. 6, no. 1, pp. 291–300, Jan. 2015.

[22] M. Maasoumy, B. M. Sanandaji, A. Sangiovanni-Vincentelli, and K.
Poolla, “Model predictive control of regulation services from commer-
cial buildings to the smart grid,” in Proc. Amer. Control Conf., Portland,
OR, USA, 2014, pp. 2226–2233.

[23] E. Vrettos, F. Oldewurtel, and G. Andersson, “Robust energy-constrained
frequency reserves from aggregations of commercial buildings,” ArXiv
Preprint arXiv:1506.05399v1, 2015.

[24] X. Fang, Q. Hu, F. Li, B. Wang, and Y. Li, “Coupon-based demand
response considering wind power uncertainty: A strategic bidding model
for load serving entities,” IEEE Trans. Power Syst., vol. 31, no. 2, pp. 1025–
1037, Mar. 2016.

[25] X. Fang, F. Li, Q. Hu, and Y. Wei, “Strategic CBDR bidding considering
FTR and wind power,” IET Gener. Transmiss. Distrib., vol. 10, pp. 2464–
2474, 2016.

[26] Q. Hu, F. Li, X. Fang, and L. Bai, “A framework of residential demand
aggregation with financial incentives,” IEEE Trans. Smart Grid., vol. 9,
no. 1, pp. 497–505, Jan. 2018.

[27] F. Luo, Z. Y. Dong, K. Meng, J. Wen, H. Wang, and J. Zhao, “An op-
erational planning framework for large-scale thermostatically controlled
load dispatch,” IEEE Trans. Ind. Informat., vol. 13, no. 1, pp. 217–227,
Feb. 2017.

[28] A. D. Papalexopoulos and P. E. Andrianesis, “Performance-based pricing
of frequency regulation in electricity markets,” IEEE Trans. Power Syst.,
vol. 29, no. 1, pp. 441–449, Jan. 2014.

[29] Y. Chen, R. Leonard, M. Keyser, and J. Gardner, “Development of
performance-based two-part regulating reserve compensation on MISO
energy and ancillary service market,” IEEE Trans. Power Syst., vol. 30,
no. 1, pp. 142–155, Jan. 2015.

[30] Z. Wang, B. Chen, J. Wang, J. Kim, and M. M. Begovic, “Robust opti-
mization based optimal DG placement in microgrids,” IEEE Trans. Smart
Grid, vol. 5, no. 5, pp. 2173–2182, Sep. 2014.

[31] A. Soroudi, P. Siano, and A. Keane, “Optimal DR and ESS schedul-
ing for distribution losses payments minimization under electricity price
uncertainty,” IEEE Trans. Smart Grid, vol. 7, no. 1, pp. 261–272, Jan.
2016.

[32] E. Mahboubi Moghaddam, M. Nayeripour, J. Aghaei, A. Khodaei and
E. Waffenschmidt, “Interactive robust model for energy service providers
integrating demand response programs in wholesale markets,” IEEE Trans.
Smart Grid, vol. PP, no. 99, pp. 1–1, 2016.

[33] Q. Hu and F. Li, “Hardware design of smart home energy management
system with dynamic price response,” IEEE Trans. Smart Grid, vol. 4,
no. 4, pp. 1878–1887, Dec. 2013.

[34] L. Jia and L. Tong, “Optimal pricing for residential demand re-
sponse: A stochastic optimization approach,” in Proc. 50th Annu. Aller-
ton Conf. Commun., Control, Comput., 2012, Monticello, IL, USA,
pp. 1879–1884.

[35] S. Agheb et al., “Robust provisioning of demand-side flexibility under
electricity price uncertainty,” in Proc. IEEE Int. Conf. Ind. Technol., Taipei,
Taiwan, 2016, pp. 545–550.

[36] J. Bard, Practical Bilevel Optimization: Algorithms and Applications. New
York, NY, USA: Springer, 1998.

[37] Mixed-Integer Programming (MIP). 2017. [Online]. Available: http://
www.gurobi.com/resources/getting-started/mip-basics

[38] M. Maasoumy et al., “Model predictive control approach to online compu-
tation of demand-side flexibility of commercial buildings HVAC systems
for Supply Following,” in Proc. Amer. Control Conf., Portland, OR, USA,
2014, pp. 1082–1089.



AGHEB et al.: CONTRACT DESIGN FOR AGGREGATING, TRADING, AND DISTRIBUTING RESERVES IN DEMAND-SIDE FREQUENCY REGULATION 2549

[39] F. Baccino et al., “Frequency regulation by management of building
cooling systems through Model Predictive Control,” in Proc. Power Syst.
Comput. Conf., Wroclaw, Poland, 2014, pp. 1–7.

[40] B. M. Sanandaji, H. Hao, and K. Poolla, “Fast regulation service provision
via aggregation of thermostatically controlled loads,” in Proc. Hawaii Int.
Conf. Syst. Sci., Waikoloa, HI, USA, 2014, pp. 2388–2397.

[41] J. Fortuny-Amat and B. McCarl, “A representation and economic inter-
pretation of a two-level programming problem,” J. Oper. Res. Soc., vol. 32,
pp. 783–792, 1981.

Sareh Agheb received the B.E. degree in elec-
trical engineering from the University of Isfahan,
Isfahan, Iran, in 2007, and the M.Phil. degree
in electronic and computer engineering from the
Hong Kong University of Science and Technol-
ogy, Hong Kong, in 2016.

Her research interests mainly include control
and optimization for demand response and en-
ergy management for smart grids.

Xiaoqi Tan (S’12) received the B.E. (First Class
Hons.) degree in information and communica-
tion engineering from Xi’an Jiaotong University,
Xi’an, China, 2012.

He is currently with the Research Group of
Computing, Communications and Energy Sys-
tem Optimization, Department of Electronic and
Computer Engineering, The Hong Kong Univer-
sity of Science and Technology, Hong Kong.
From October 2015 to April 2016, he was a Vis-
iting Research Fellow with the School of Engi-

neering and Applied Science, Harvard University. His research interests
include power and energy systems, infrastructure networks in smart
cities, and communication networks.

Bo Sun (S’14) received the B.E. degree in
electronic and information engineering from the
Harbin Institute of Technology, Harbin, China, in
2013. He is currently working toward the Ph.D.
degree in electronic and computer engineering
with the Hong Kong University of Science and
Technology, Hong Kong.

His research interests include stochastic
models and optimization in smart energy sys-
tems.

Danny H. K. Tsang (M’82–SM’00–F’12)
received the Ph.D. degree in electrical engi-
neering from the Moore School of Electrical
Engineering, University of Pennsylvania,
Philadelphia, PA, USA, in 1989.

In Summer 1992, he joined the Department
of Electronic and Computer Engineering,
The Hong Kong University of Science and
Technology, Hong Kong, where he is currently
a Professor. During his leave from the Hong
Kong University of Science and Technology in

2000–2001, he joined Sycamore Networks in the United States as a
Principal Architect. He was responsible for the network architecture de-
sign of Ethernet MAN/WAN over SONET/DWDM networks. He invented
the 64B/65B encoding (U.S. Patent US6 952 405B2) and contributed it
to the proposal for Transparent GFP in the T1X1.5 standard that was
advanced to become the ITU G.GFP standard. The coding scheme
has now been adopted by International Telecommunication Union
(ITU)’s Generic Framing Procedure Recommendation GFP-T (ITU-T
G.7041/Y.1303). His current research interests include cloud computing,
cognitive radio networks, and smart grids.

Dr. Tsang was a Guest Editor for the IEEE JOURNAL OF SELECTED
AREAS IN COMMUNICATIONS special issue on Advances in P2P Streaming
Systems, an Associate Editor for the Journal of Optical Networking, and
a Guest Editor for the IEEE SYSTEMS JOURNAL. He is a Technical Editor
for the IEEE COMMUNICATIONS MAGAZINE. He became a Fellow of the
Hong Kong Institution of Engineers in 2013.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


