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Abstract—In this article, we study an energy-efficient nonorthogonal multiple access (NOMA) enabled multiaccess edge computing (MEC) system with strict latency requirements. We aim to minimize the energy consumption of all users by optimizing the resource allocation (including power and computation resources) and subchannel assignment, subject to the given latency constraint. The formulated problem, however, is a nonconvex combinatorial optimization problem. Nevertheless, we decompose the problem into a resource allocation subproblem and a subchannel assignment subproblem, and then solve the two subproblems iteratively. On one hand, we investigate the hidden convexity of the resource allocation subproblem under the optimal conditions, and propose an efficient algorithm to optimally allocate the resources by dual decomposition methods. On the other hand, we formulate the subchannel assignment subproblem into an integer linear programming problem and strictly prove that the problem is nondeterministic polynomial-time hard. We then solve it optimally by branch-and-bound methods, which is shown to be efficient in extensive simulations. Moreover, through considerable simulation results, we show that our proposed algorithm helps greatly reduce users’ energy consumption when communication resources (e.g., bandwidth) are limited. Additionally, it is verified that NOMA outperforms orthogonal multiple access in multiuser latency-sensitive MEC systems.

Index Terms—Energy minimization, multiaccess edge computing (MEC), nonorthogonal multiple access (NOMA), resource allocation, subchannel assignment.

I. INTRODUCTION

The Internet of Things (IoT) has had explosive growth in recent years. Emerging IoT applications, such as autonomous driving, virtual reality/augmented reality and so forth, are latency-sensitive and computation-intensive [1], [2]. However, IoT devices are typically characterized by restricted computation resource. Hence, it is challenging to implement these latency-sensitive applications on such devices, and a significant surge in demand for computation resource is induced [3]. Recently, multiaccess edge computing (MEC) has been considered as a promising solution to tackle these issues [4]. MEC extends the cloud-computation capabilities and IT service environment to the edge of the network. Compared to faraway centralized data centers, MEC servers can be deployed at various access points [e.g., mobile base stations (BSs)] close to IoT devices. By offloading the computation tasks to MEC servers, devices can finish the data delivery and computation with a short latency. MEC systems have been investigated with different optimization objectives and in multifarious situations [5]–[7]. In [5], the joint computation offloading and resource allocation strategy was studied to minimize users’ energy consumption. In [6], latency-minimization problems were formulated and studied in a scenario where users may opt for partial offloading to the edge server via an access point with the aid of an intelligent reflecting surface. In [7], a dynamic spectrum management framework was proposed to improve spectrum resource utilization in MEC systems in autonomous vehicular networks.

Meanwhile, the idea of the IoT is now connecting a massive collection of smart objects to the Internet [8]. To this end, nonorthogonal multiple access (NOMA) has been recognized as a promising technology to improve the network capacity and spectral efficiency. Different from conventional orthogonal multiple access (OMA) schemes, where different users are served with orthogonal resources in either the time, frequency, or code domain, NOMA allows controllable interferences by allocating nonorthogonal resources, such as different power levels or low-density spreading codes [9]. NOMA is accordingly classified into power-domain NOMA and code-domain NOMA. For power-domain NOMA, which is the technology mainly discussed in this article, successive interference cancellation (SIC) is often adopted at the receiver to eliminate the multiuser interference and decode the superimposed signals. Specifically, the successfully decoded signal is removed from the superimposed signal before processing the subsequent users’ decoding. By allowing multiple users to share time and frequency resources, NOMA helps improve the spectral efficiency and network capacity, and enhance the system throughput [10]. NOMA has attracted huge research interests in both downlink and uplink scenarios. In [11] and [12], UAV-aided downlink NOMA scheme was proposed to guarantee the secure transmissions. In [13], a joint beamforming and power allocation design for a NOMA-based satellite terrestrial integrated network was proposed to maximize the network’s sum rate. In [14], a UAV-enabled uplink
NOMA network was investigated with the aim of maximizing the users’ sum rate.

Motivated by the encouraging abilities of the MEC framework and NOMA technology, NOMA-enabled MEC systems have been increasingly investigated with different optimization objectives, e.g., latency minimization [15], [16], energy minimization [17]–[20], joint latency and energy minimization [21]–[24], and some other objectives, including maximizing the energy efficiency defined as the ratio of the system’s sum rate over devices’ sum power consumption [25], maximizing the successful computation probability defined as the probability that the targeted tasks can be successfully executed within a given delay budget [26] and maximizing the secure computation efficiency defined as the secure computing rate [27]. Since we study the energy minimization problem in this article, we list related literature in detail below. Both partial and binary offloading with NOMA transmission were studied in [17]. However, users were clustered into one NOMA group, which introduced too much transmission interference and greatly increased the SIC complexity. To overcome this problem, Pham et al. [21] studied a system with multiple NOMA groups, where different NOMA groups offloaded in orthogonal subchannels. However, Pham et al. [21] only considered the communication resources. The joint communication resource and users’ computation resource allocation problem was studied in [18]. Nevertheless, the computation resource allocation at the BS, which might help further reduce users’ energy consumption, was not investigated. In [22], the computation resource allocation at the BS was taken into account and optimized, along with users’ power allocation, but the user clustering was not studied. In [19], the computation resource allocation at the BS, communication resource allocation, power allocation, and user clustering were optimized based on a greedy algorithm. In [20], a similar system setting to that in [19] was studied, and a decomposition-driven algorithm was proposed to solve the formulated problem heuristically. While the work in [18]–[22] all adopted frequency-division multiple access (FDMA) scheme for the transmission of different NOMA groups, time-division multiple access based transmission was applied in [23] and [24]. In particular, Yang et al. [23] assumed that NOMA technology was applied throughout users’ transmission, while Zhu et al. [24] proposed a hybrid NOMA transmission scheme, which incorporated NOMA and OMA during the offloading.

In this article, we devise an MEC system with multiple NOMA groups, where different groups of users are assigned to different subchannels. We intend to study the energy minimization problem subject to users’ latency requirements. In order to solve the formulated nonconvex problem, we decompose the original problem into two subproblems. Our article is most related to prior works Kiani and Ansari [19] and Zeng and Fodor [20]. However, in those works, the optimality of either one or two of the decomposed subproblems was not guaranteed by their proposed heuristic algorithms. In contrast, we solve both subproblems optimally and then iteratively deal with the two subproblems in an efficient way. In particular, we make the following detailed contributions.

1) We formulate an energy minimization problem by optimizing the power and computation resource allocation and subchannel assignment. We decompose the original nonconvex problem and address the resource allocation subproblem and subchannel assignment subproblem iteratively.

2) Given a fixed subchannel assignment, we formulate the resource allocation subproblem and identify the hidden convexity by reformulation. We apply dual decomposition methods to optimally determine the computation resource allocation at the BS and the user’s power allocation.

3) As an extension of our previous work [28], we make some significant improvements for the subchannel assignment update. With the obtained computation resource allocation, we reformulate the subchannel assignment subproblem into an integer linear programming (ILP) problem and prove its nondeterministic polynomial-time (NP) hardness. We then update the subchannel assignment by branch-and-bound (BNB) methods optimally, which is shown to be efficient in extensive simulations.

4) By considerable numerical tests, we show that our proposed algorithm greatly reduces users’ energy consumption for computation offloading with limited communication resources, and can be applied to enable computation offloading of more users. Furthermore, we substantiate that NOMA technology helps reduce users’ energy consumption in latency-sensitive MEC systems.

The remainder of this article is organized as follows. The system model and problem formulation for a special case are described in Section II. We propose the decomposition-driven algorithm in Section III. In Section IV, we extend the special case to general cases and propose the solutions accordingly. Simulation results and performance analysis are presented in Section V. Finally, Section VI concludes this article.

At this stage, it is worth reviewing the notation we adopt throughout this article. We use uppercase calligraphic symbols to denote sets, e.g., $\mathcal{K}$ denotes the set of users, except that we denote by $\mathcal{N}(\mu, \sigma^2)$ the normal distribution. We use lowercase bold symbols to denote matrices or vectors, e.g., $x := \{x_{k,m} | k \in \mathcal{K}, m \in \mathcal{M}\}$, which is a $K \times M$ matrix, denotes the subchannel assignment decision variables.

II. ENERGY MINIMIZATION PROBLEM IN THE NOMA-ENABLED MEC SYSTEM: A SPECIAL CASE

A. System Model

In the proposed NOMA-enabled MEC system, there are one BS and $K$ users, who all have a single antenna for transmitting and receiving. The BS is mounted with an edge server, whose computation resource is shared by the $K$ users to execute their offloaded computation workloads. Users follow the BS’s coordination to offload their computation-intensive tasks over a frequency band with a total bandwidth $B$, which is divided into $N$ orthogonal subchannels with equal bandwidth. One user can only transmit in one subchannel, whereas one subchannel can hold up to two users who offload concurrently by adopting power-domain NOMA technology. The number of users who can share the same subchannel to transmit data is constrained to be two to control the SIC complexity and error propagation [29]. We study a time-slotted system with a given slot duration $\tau$. Each user has a computation task and requires it to be offloaded, executed, and downloaded within $\tau$. Assume a quasi-static Rayleigh fading channel situation [21], [26], [30], [31], so that users have constant channel gains over one slot and time-varying channel gains from slot to slot.

In the following, we start from the special case $K = 2N$. In Section IV, we show that we can easily generalize the system to
cases $N \leq K \leq 2N$ and the algorithm proposed for the special case in Section III is still applicable for general cases. Let $\mathcal{K} := \{1, \ldots, 2N\}$ denote the set of users. Considering that the two users in the same subchannel have distinct channel gains, we suppose each subchannel has two corresponding distinct positions. Therefore, $N$ subchannels have $M = 2N$ positions in total and each subchannel position holds one user ($K = M$). Note that we introduce the concept of subchannel position in order to better differentiate the two users on the same subchannel, who play different roles during NOMA transmission. In particular, the subchannel position has the physical meaning of distinguishing the first and second decoded users in the NOMA scheme. Denote by $\mathcal{N} := \{1, \ldots, N\}$ and $\mathcal{M} := \{1, \ldots, 2N\}$ the set of all subchannels and subchannel positions. Furthermore, we differentiate the subchannel positions by letting $m = 2n - 1$ and $m = 2n$ represent the subchannel positions with large and small channel gains of subchannel $n$, respectively. The subsets of subchannel positions with large and small channel gains can then be denoted by $\mathcal{M}^l := \{m | m = 2n - 1, n = 1, \ldots, N\}$ and $\mathcal{M}^s := \{m | m = 2n, n = 1, \ldots, N\}$ accordingly.

It is worth noting that although we establish a time-slotted system, our system model can be accommodated to circumstances where users have diverse latency requirements. Denote by $\delta_k$ user $k$'s latency requirement. Users with $\delta_k \geq \tau$ will be admitted to the system. Since the most energy-efficient mechanism for each user is to transmit with maximum allowable time (according to Lemma 1, which we derive in Section III-A), each user can offload continuously throughout $\lfloor \frac{n}{\delta_k} \rfloor$ time slots to save energy consumption. Therefore, user $k$ can separate its workload into $\lfloor \frac{n}{\delta_k} \rfloor$ parts and offload one part during each time slot. Each part will be offloaded, executed, and returned within each time slot, and the whole task will be completed after $\lfloor \frac{n}{\delta_k} \rfloor$ time slots. Considering that the procedures are implemented in a continuous manner, the BS can serve users with various latency requirements simultaneously and we only need to focus on one time slot to model the system.

B. Problem Formulation

Denote by $x := \{x_{k,m} | k \in \mathcal{K}, m \in \mathcal{M}\}$ the subchannel assignment decision variables. Specifically, $x_{k,m} = 1$ represents that user $k$ is assigned to the subchannel position $m$, and $x_{k,m} = 0$ otherwise. It is demanded that each user is assigned to one subchannel position for data offloading and each subchannel position holds one user. In addition, the user in subchannel position $m \in \mathcal{M}^l$ should have a no smaller channel gain than the user who transmits over the same subchannel. Thus, the feasible set of $x_{k,m}$ is represented as

$$
\mathcal{X} = \{x | x_{k,m} \in \{0, 1\} \ \forall k \in \mathcal{K}, \forall m \in \mathcal{M} \}
$$

subject to:

$$
\begin{align*}
K \sum_{k=1}^{M} x_{k,m} & = 1 \ \forall m \in \mathcal{M}; \sum_{m=1}^{M} x_{k,m} = 1 \ \forall k \in \mathcal{K} \\
\sum_{k \in \mathcal{K}} x_{k,m} | h_{k,m} |^2 & \geq \sum_{k \in \mathcal{K}} x_{k,m+1} | h_{k,m+1} |^2 \ \forall m \in \mathcal{M}^l
\end{align*}
$$

where $h_{k,m}$ and $h_{k,m+1}$ ($m \in \mathcal{M}^l$) are, respectively, large and small uplink channel gains. From the view of the BS, the received signal in subchannel $n$ is a superimposed signal from the two users who transmit over subchannel positions $2n - 1$ and $2n$. Denote by $y_n$ the received signal over subchannel $n$. It can be represented as

$$_n = \sum_{k=1}^{K} x_{k,2n-1} |p_k h_{k,2n-1} s_{k,2n-1} + \sum_{k=1}^{K} x_{k,2n} p_k h_{k,2n}s_{k,2n} + z_n,$$

where $s_{k,2n-1}$ and $s_{k,2n}$ are the modulated symbols, $p_k$ is the transmission power, and $z_n \sim \mathcal{N}(0, \sigma^2)$ is the additive white Gaussian noise. Similar to the work in [18]–[23], we suppose the BS has perfect knowledge of the channel state information (CSI) and, hence, can apply SIC based on the users’ channel gains to decode the signals superimposed on each subchannel. The signal of the user on subchannel position $2n - 1$ with a large channel gain will be decoded first by treating that of the user on subchannel position $2n$ as interference [32]. After subtracting the decoded signal of the user with a large channel gain, the remaining user on the same subchannel does not suffer from any interference. The data rate of the two users can be expressed as

$$
r_k = \frac{B}{N} \sum_{m \in \mathcal{M}^l} x_{k,m} \log_2 \left(1 + \frac{p_k |h_{k,m}|^2}{\sigma^2 + \delta_m}\right)
$$

where $i_m = \sum_{j \in \mathcal{K}} x_{j,m+1} p_j |h_{j,m+1}|^2$. We denote the data size of user $k$ to be offloaded by $d_k$ (bit), and then derive the offloading time of user $k$ as

$$
t_k^o = \frac{d_k}{r_k}.
$$

Energy consumed by user $k$ to perform the offloading is

$$
e_k = \frac{B}{N} \sum_{m \in \mathcal{M}^l} x_{k,m} p_k o_k.
$$

Let $C_k$ (cycle/h) denote the CPU resource required per task bit of user $k$. User $k$’s execution time can be represented as

$$
t_k^e = \frac{d_k C_k}{f_k}.
$$

where $f_k$ (cycle/s) is the computation resource allocated to user $k$ at the BS. The feasible set of $f_k$ can be described as $F := \{f | f \geq 0, \forall k \in \mathcal{K}; \sum_{k=1}^{K} f_k \leq F\}$, where $\mathcal{F} := \{f_k | k \in \mathcal{K}\}$ and $F$ is the total computation resource available at the BS. Following the work in [18]–[23], the latency for users to download the processed data from the BS is assumed negligible because the processed data has a much smaller size compared to the offloaded raw data and the BS has more power to transmit with a higher data rate. Thus, the total latency consists of two main parts, namely, data offloading latency and computation execution latency, which can be written as

$$
t_k = t_k^o + t_k^e.
$$

We aim at minimizing the total energy consumption of all users, which is spent on task offloading. Therefore, we formulate a weighted sum energy minimization problem with weighting factors $w := [w_1, \ldots, w_K]^T \in \mathbb{R}_+^K$ as follows (here “WSEM” refers to “weighted sum energy minimization”):

$$
\text{(WSEM)} \quad \min_{x, p, f} \quad E = \sum_{k=1}^{K} w_k e_k
$$

subject to:

$$
\begin{align*}
t_k^o + t_k^e & \leq \tau \ \forall k \in \mathcal{K} \\
\sum_{m=1}^{M} x_{k,m} p_k & \leq P_k \ \forall k \in \mathcal{K}
\end{align*}
$$
where $p := \{ p_k \mid k \in K \}, \mathcal{P} := \{ p \mid p_k \geq 0 \ \forall k \in K \}$ and $P_k$ is the maximum transmission power of user $k$. Constraint (6a) guarantees that the offloaded data can be processed within the time slot. Constraint (6b) limits the transmission power to the power budget. It can be observed from the simulation results that, after the optimization, the decoding order is in fact represents a small $\sigma$ compared to user $d$, $t \leq \exp[\theta]$.

The Problem (WSEM) intends to minimize users’ energy consumption subject to a strict latency constraint by jointly optimizing the power and computation resource allocations, as well as the subchannel assignment. Due to the combinatorial property, problem (WSEM) is a mixed-integer nonconvex problem, for which it is difficult to find a computationally efficient solution approach [33]. In the sequel, we design an efficient algorithm to address problem (WSEM) by iteratively settling the resource allocation and subchannel assignment.

III. DECOMPOSITION-DRIVEN ALGORITHM DESIGN

In this section, we propose the decomposition-driven algorithm to solve (WSEM). Specifically, we first propose to solve power and computation resource allocation subproblem (Sub-RA) by dual decomposition based on the hidden convexity (here “RA” refers to “resource allocation”). After that, subchannel assignment subproblem (Sub-SA) is dealt with by BNB methods (here “SA” refers to “subchannel assignment”). Finally, this section ends with summarization of the overall algorithm.

A. Power and Computation Resource Allocation Subproblem (Sub-RA)

We first formulate the power and computation resource allocation subproblem with a fixed subchannel assignment. Under this condition, there is a deterministic one-to-one mapping between users and subchannel positions. We can hence exploit the correspondence to represent either the subchannel position or user by index $m$. Note that here user $m$ in fact represents user $k$ who transmits over subchannel position $m$ according to the deterministic mapping between user $k$ and its allocated subchannel position $m$. We use the same index for simplicity. Particularly, user $m = 2n - 1$ offloads with a large channel gain over subchannel $n$ and user $m = 2n$ offloads with a small channel gain over subchannel $n$. According to (1), the data rates of the two users in subchannel $n$ are

$$r_m = \begin{cases} \frac{B N \log_2 \left( 1 + \frac{p_{2n-1}}{\sigma^2 + \frac{\| h_{2n-1} \|^2 }{\sigma^2} } \right)}{m = 2n - 1} \\
\frac{B N \log_2 \left( 1 + \frac{p_{2n}}{\frac{\| h_{2n} \|^2 }{\sigma^2} } \right)}{m = 2n} \end{cases}$$

where $p_{2n-1}$ and $p_{2n}$ are the transmission power and channel gain of user $2n - 1$ and $2n$, respectively. User $k$’s offloading time, execution time, and energy consumption can be derived as

$$t_m^P = d_m/r_m, \quad t_m^C = d_m C_m / f_m, \quad e_m = p_m t_m^P$$

where $m \in \{2n - 1, 2n\}$. Note that the different data rate expressions for the two users $2n - 1$ and $2n$ result in the different energy consumption expressions in (8). Therefore, for a better structural interpretation, we regard the two users transmitting over subchannel $n$ as a group and represent their total energy consumption as

$$E_n(p_{2n-1}, p_{2n}) = w_{2n-1}p_{2n-1} \frac{d_{2n-1}}{r_{2n-1}} + w_{2n}p_{2n} \frac{d_{2n}}{r_{2n}}$$

where $r_{2n-1}$ and $r_{2n}$ are functions of $p_{2n-1}$ and $p_{2n}$, as shown in (7). We exploit (9) to transform the problem of minimizing the total energy consumption of all users into the equivalent problem of minimizing the total energy consumption of all groups in all subchannels. The consequent resource allocation problem can be written as

$$(\text{Sub-RA}) \min_{p_{2n-1}, p_{2n}} E = \sum_{n=1}^{N} E_n(p_{2n-1}, p_{2n})$$

subject to:

$$t_m^P + t_m^C \leq \tau \quad \forall m \in \mathcal{M} \quad (10a)$$

$$0 < p_m \leq P_m \quad \forall m \in \mathcal{M} \quad (10b)$$

$$f_m > 0 \quad \forall m \in \mathcal{M} \quad (10c)$$

$$\sum_{m=1}^{M} f_m \leq F$$

constraints (7)–(9). (10d)

We now derive the following lemma.

Lemma 1: Constraints (10a) are binding for all users with the optimal power and computation resource allocations.

Proof: Please refer to Appendix A.

Under the binding conditions, the power allocation decisions $p_{2n-1}$ and $p_{2n}$, as well as the data rates $r_{2n-1}$ and $r_{2n}$, can be uniquely determined by the computation resource allocation decisions. To be specific, we rewrite the power allocation as functions of the transmission rates according to (7)

$$p_m = \begin{cases} \frac{\sigma^2}{\| h_{2n-1} \|^2} \exp(\alpha r_{2n-1})[\exp(\alpha r_{2n-1}) - 1], \quad m = 2n - 1 \\
\frac{\sigma^2}{\| h_{2n} \|^2} \exp(\alpha r_{2n}) - 1, \quad m = 2n \end{cases}$$

(11)

where $\alpha := N \frac{\sigma^2}{\| h \|^2}$. The relationship between the transmission rates and the computation resource allocation decisions can be derived from $t_m^P + t_m^C = \tau$ as

$$r_m = d_m / [\tau - d_m C_m / f_m], \quad m \in \{2n - 1, 2n\} \quad (12)$$

By slightly abusing the notation, we redefine the energy consumption of the two users in subchannel $n$ as $E_n(p_{2n-1}, p_{2n}) := E_n(f_{2n-1}, f_{2n})$ and reformulate problem (Sub-RA) as (here “E-RA” refers to “equivalent resource allocation” subproblem)

$$(\text{Sub-E-RA}) \min_{f_{2n-1}, f_{2n}} E = \sum_{n=1}^{N} E_n(f_{2n-1}, f_{2n})$$

subject to:

$$\sum_{n=1}^{N} (f_{2n-1} + f_{2n}) \leq F \quad (13a)$$

$$(f_{2n-1}, f_{2n}) \in \mathcal{F}$$

constraints (9), (11), and (12) (13b)

where $\mathcal{F} := \{(f_{2n-1}, f_{2n}) \mid f_{2n-1} > 0; \ r_{2n-1}(f_{2n-1}), r_{2n}(f_{2n}) > 0; \ 0 < p_{2n-1}(f_{2n-1}), f_{2n} \leq P_{2n-1}, \ 0 < p_{2n}(f_{2n}), f_{2n} \leq P_{2n} \}$. 
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\( p_{2n}(f_{2n}) \leq P_{2n} \) defines the feasible set of \( (f_{2n-1}, f_{2n}) \). Note that the computation resource allocation is the only optimization variable in problem (Sub-E-RA), and this facilitates the development of the following theorem.

**Theorem 1:** Problem (Sub-E-RA) is a convex problem.

**Proof:** Please refer to Appendix B.

To handle the coupling constraint (13a), we apply dual decomposition methods to solve problem (Sub-E-RA) [34]. This approach is in fact solving the dual problem instead of the original primal one. Because of the convexity of problem (Sub-E-RA), strong duality holds between the primal and dual problems. Finally, given a subchannel assignment, we can obtain the optimal computation resource allocation. The relevant power allocation decisions can also be deduced.

**B. Subchannel Assignment Subproblem (Sub-SA)**

Given the optimal computation resource allocation \( f^*_n \) obtained from problem (Sub-E-RA), we formulate the subchannel assignment subproblem. Recall that each subchannel position \( m \) corresponds to a user \( k \) in problem (Sub-E-RA). Therefore, we slightly abuse the notation and denote the computation resource allocated to user \( k \) by \( f^*_k \). In the following subchannel assignment problem, we fix \( f^*_n \). Afterward, user \( k \)’s offloading time and data rate can be derived as constants as

\[
    t^o_k = \tau - d_k C_k / f^*_k, \quad r_k = d_k / [\tau - d_k C_k / f^*_k]. \tag{14}
\]

User \( k \)’s offloading time and data rate are determined regardless of which subchannel position it is assigned to. However, user \( k \)’s power allocation is based on the subchannel assignment according to (11). In the following, we use \( p_{k,m} \) to further specify user \( k \)’s transmission power in subchannel position \( m \). In particular

\[
p_{k,m} = \begin{cases} 
    \frac{\alpha^2}{|h_{k,m}|^2} \exp(\alpha \sum_{j \in K} j x_{j,m+1} r_j) \exp(\alpha r_k) - 1 & \text{if } m = 2n - 1, \\
    \frac{\alpha^2}{|h_{k,m}|^2} \exp(\alpha r_k) - 1 & \text{if } m = 2n. \tag{15}
\end{cases}
\]

Therefore, we need to decide the subchannel assignment and the corresponding power allocation together, given the computation resource allocation \( f^*_n \).

We observe that the transmission power (and hence the energy consumption) of users on subchannel positions \( m \in \mathcal{M}^t \) is related to the other user who shares the same subchannel for transmission, according to (15). So dependence between the two users on the same subchannel should be taken into account. Inspired by the structural property shown in (9), we introduce a new variable, \( \hat{x}_{k,j,n} \), to denote the subchannel assignment in order to capture the interplay between the two users on the same subchannel. In particular, when \( \hat{x}_{k,j,n} = 1 \), user \( k \) is assigned to subchannel position \( m = 2n - 1 \) and user \( j \) (\( j \in K \)) is assigned to subchannel position \( m = 2n \). Otherwise, \( \hat{x}_{k,j,n} = 0 \). Denote by \( e_{k,j,n} \) the total energy consumption of users \( k \) and \( j \) on subchannel \( n \) corresponding to \( \hat{x}_{k,j,n} = 1 \). According to (9) and (15), the energy consumption of the two users can be expressed as

\[
e_{k,j,n} = w_k \sigma^2 / |h_{k,2n-1}|^2 \exp(\alpha r_j) \exp(\alpha r_k) - 1 |t^o_k| + w_j \sigma^2 / |h_{j,2n}|^2 \exp(\alpha r_j) - 1 |t^o_j|, \quad k \neq j. \tag{16}
\]

Therefore, \( e_{k,j,n} \) can be calculated under the current optimal computation resource allocation \( f^*_n \) with the help of (14) in calculating \( r_k, r_j, \) and \( t^o_k \). Moreover, \( e_{k,j,n} \) is 100 (i.e., an arbitrarily large energy consumption value) \( \forall k = j \in K \forall n \in \mathcal{N} \) is assumed to prevent such assignment.

We formulate the subchannel assignment subproblem as

\[
    \text{(Sub-SA) } \min \ E = \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{j=1}^{K} \hat{x}_{k,j,n} e_{k,j,n},
\]

subject to:

\[
\begin{align}
    \sum_{k \in K} \sum_{j \in K} \hat{x}_{k,j,n} &= 1 \forall n \in \mathcal{N} \tag{17a} \\
    \sum_{n \in \mathcal{N}} \sum_{j \in K} \hat{x}_{k,j,n} + \sum_{n \in \mathcal{N}} \sum_{j \in K} \hat{x}_{j,k,n} &= 1 \forall k \in K \tag{17b} \\
    (|h_{k,n}| - |h_{j,n}|) \hat{x}_{k,j,n} &\geq 0 \forall k, j \in K \forall n \in \mathcal{N}. \tag{17c}
\end{align}
\]

Problem (Sub-SA) is an ILP problem. Constraint (17b) indicates that each subchannel holds two different users since the case that a subchannel holds only one user can be prevented by setting \( e_{k,j,n} \) to a large number, e.g., \( e_{k,j,n} = 100 \). Constraint (17c) requires that each user can only choose one subchannel position, either a subchannel position with a large channel gain or a small channel gain. Constraint (17d) shows that if \( \hat{x}_{k,j,n} = 1 \), user \( k \) should have a no smaller channel gain than user \( j \) on subchannel \( n \). Note that the solution of subchannel assignment subproblem can also be interpreted as a NOMA grouping decision and a subchannel assignment of different NOMA groups. More specifically, if \( \hat{x}_{k,j,n} = 1 \), user \( k \) and user \( j \) form a NOMA group and transmit over subchannel \( n \). The decoding order is further decided according to their channel gains. Thus, if the subchannel assignment subproblem is solved optimally, we can attain the optimal NOMA grouping and the optimal subchannel assignment of different NOMA groups simultaneously. Unfortunately, it turns out that problem (Sub-SA) can be extremely challenging.

**Theorem 2:** Problem (Sub-SA) is NP-hard.

**Proof:** Please refer to Appendix C.

Due to the NP-hardness, we cannot expect exact and polynomial-time deterministic solution algorithms. We then apply BNB methods to solve problem (Sub-SA) [35]. Although BNB methods are often slow and may have exponential worst-case performance, we observe from extensive simulations that BNB methods produce the optimal solutions efficiently for our problem. Note that after obtaining the optimal solution for problem (Sub-SA), we can transform \( \hat{x}_{k,j,n} = 1 \) to \( x_{k,2n-1} = 1, x_{j,2n} = 1 \) in the original problem (WSEM) and then use the updated subchannel assignment to calculate the new power and computation resource allocations.

**C. Overall Algorithm and Complexity Analysis**

Both subproblems can be solved efficiently, which enables an effective solution to problem (WSEM). We summarize the overall algorithm to compute the resource allocation and subchannel assignment in Algorithm 1. By iteratively solving problem (Sub-RA) in step (5) and problem (Sub-SA) in step (6), the optimal solution of problem (Sub-RA) or problem (Sub-SA) is obtained.
Algorithm 1: Overall Algorithm.

1: **Input:** Number of maximum iterations \( I \), system parameters \( K, N, B, \tau \), base station information \( F \), user information \( w_k, d_k, C_k, P_k \), \( \forall k \in K \), subchannel information \( h_{k,m} \), \( \forall k \in K, \forall m \in M \).

2: **Output:** The optimal subchannel assignment \( x^* \), computation resource allocation \( f^* \), power allocation \( p^* \), and minimal energy consumption \( E^* \).

3: **Initialization:** Randomly choose a subchannel assignment \( X(0) \in \mathcal{X} \); define the set of considered subchannel assignments as \( \mathcal{X}_r = X(0) \); set \( E^* \) to some arbitrarily large value.

4: for \( i = 1 : I \) do

5: Calculate the optimal energy consumption \( E^{(i)} \), computation resource allocation \( f^{(i)} \) and power allocation \( p^{(i)} \) by solving problem (Sub-E-RA), given the subchannel assignment \( x^{(i-1)} \);

6: Based on \( f^{(i)} \), find the optimal subchannel assignment \( x^{(i)} \) by solving problem (Sub-SA) and transfer it into \( x^{(i)} \);

7: if \( x^{(i)} \in \mathcal{X}_r \) then

8: Randomly choose a subchannel assignment decision \( x^{(i)} \in \mathcal{X} \setminus \mathcal{X}_r \);

end if

10: \( \mathcal{X}_r = \mathcal{X}_r \cup \{ x^{(i)} \} \);

11: if \( E^{(i)} < E^* \) then

12: \( x^* = x^{(i)}, f^* = f^{(i)}, p^* = p^{(i)}, E^* = E^{(i)} \);

end if

14: end for

The objective value of problem (WSEM) is nonincreasing in each of these two steps. Moreover, we design steps (7)–(9) to avoid repeatedly calculating the considered subchannel assignments. In other words, when the newly determined subchannel assignment has already been calculated previously, the algorithm will randomly choose another subchannel assignment that has not been considered before.

The computational complexity of Algorithm 1 lies in line 5–9. In line 5, the dual decomposition method is applied to solve the power and computation resource allocations. In particular, we first take the Lagrangian form of problem (Sub-E-RA) to relax the coupling constraint (13a)

$$\min_{f_{2n-1}, f_{2n}} \sum_{n=1}^{N} E_n(f_{2n-1}, f_{2n})$$

subject to

$$\sum_{n=1}^{N} (f_{2n-1} + f_{2n}) - F \geq 0.$$  \hfill (18a)

Constraints (9), (11), and (12) are involved in the derivations of problem (18) and are hence omitted in the following explanations for dual decomposition methods and subsequent analysis. Afterward, we can solve the optimization problem in two tiers. For the lower tier problem, we solve the computation resource allocation problem for each subchannel \( n \) independently

$$\min_{f_{2n-1}, f_{2n}} E_n(f_{2n-1}, f_{2n}) + \lambda (f_{2n-1} + f_{2n})$$

subject to

$$(f_{2n-1}, f_{2n}) \in \mathcal{F}_n.$$  \hfill (19a)

Define the minimal value obtained from problem (19) for each subchannel as \( g_n^{(0)} \). For the higher tier problem, we update the dual variable by solving the dual problem

$$\max_{\lambda} g(\lambda) = \sum_{n=1}^{N} g_n^{(0)} - F \lambda$$

subject to \( \lambda \geq 0. \)  \hfill (20a)

We further apply subgradient methods to update the auxiliary variable \( \lambda \). Finally, given a subchannel assignment, we can obtain the optimal computation resource allocation efficiently. The relevant power allocation decisions can also be deduced. Let \( T_D \) be the number of updates required for the subgradient methods to ensure the convergence of the dual problem (20). After each update of \( \lambda \), \( N \) lower tier problems (19) are solved. If we apply the gradient descent methods to solve problems (19), let \( T_P \) be the number of iterations required to guarantee the convergence of each of the \( N \) lower tier problems. Then, the complexity is \( O(T_D T_P N) \). In line 6, BNB methods are applied to decide the subchannel assignment, which is claimed to be quite efficient in our problem and is justified by the numerical results in terms of analysis on BNB ratio (see Section V-D). We denote the complexity of solving the subchannel assignment subproblem by \( O_{\text{BNB}} \). In line 7–9, at most \( I \) comparisons are implemented. Hence, the complexity of the overall scheme is \( O(T_D T_P N I + O_{\text{BNB}} I + I) \). For one thing, problem (19) is convex and problem (20) is concave, and hence \( T_P \) and \( T_D \) can be tuned to be acceptable. For another thing, \( O_{\text{BNB}} \) is shown to be acceptable by extensive simulation results. However, the complexity of an exhaustive search for subchannel assignment when \( K = 2N - 1 \) and \( K = 2N \) is at least exponential in \( N \) (i.e., \( O((2N)!/2^N) \geq O(N^N) \)) and is much larger than \( N^N \) when \( N \geq 5 \). Even in the case when \( K = N + 1 \) (the case we will cover in the extension to general cases in Section IV), the exhaustive search for subchannel assignment also has factorial complexity \( O((N + 1)!/2^N) \). Hence, the proposed scheme is acceptable to the system, which implies a major reduction in the computational complexity.

IV. Extension to General Cases

In this section, we show that we can generalize the special case described in Section II to cases \( N \leq K \leq 2N \) and our algorithm proposed in Section III is applicable for general cases.

In particular, when \( N \leq K < 2N \), we define a set \( \mathcal{K}_v = \{ K + 1, \ldots, 2N \} \) of virtual users. Users \( k \in \mathcal{K} \) can hence be differentiated as real users. In particular, virtual users have the following properties.

1) Virtual users occupy different subchannels such that each subchannel holds at least one real user.
2) \( h_{k,m} > \max_{k\in\mathcal{K}_v} \min_{m\in\mathcal{M}} b_{k,m} \forall k \in \mathcal{K}_v, \forall m \in \mathcal{M} \).

Therefore, all virtual users will be assigned to odd positions of subchannels and real users on the same subchannels with virtual users have OMA transmission data rate according to (1).

3) Virtual users will not be allocated with any computation resource so that the computation resource at the BS is utilized by all real users.

4) Virtual users have no power allocation and hence no energy consumption.
Then, the energy minimization problem under cases $N \leq K < 2N$ can be formulated according to problem (WSEM) by changing the feasible set of $x$ as

$$
X = \left\{ x \mid x_{k,m} \in \{0,1\} \quad \forall k \in K \cup K_v \quad \forall m \in M \right\}
$$

$$
\sum_{k \in K \cup K_v} x_{k,m} = 1 \forall m \in M^*; \quad \sum_{k \in K} x_{k,m} = 1 \forall m \in M
$$

$$
\sum_{m=1}^{M} x_{k,m} = 1 \forall k \in K \cup K_v; \quad \sum_{k \in K \cup K_v} \left| h_{k,m} \right|^2 \geq \sum_{k \in K} \left( |h_{k,m+1}|^2 \right) \forall m \in M^*
$$

Compared to the feasible set of $x$ presented in Section II-B, apart from changing the feasible set of $k$ from $K$ to $K \cup K_v$, we specify in the second line that each odd subchannel position will be allocated one real or virtual user, whereas each even subchannel position will be allocated one real user. Moreover, $p_k = f_k = 0 \forall k \in K_v$, which are not optimization variables.

We then illustrate the implementation of our algorithm with virtual users. The joint optimization problem can still be decomposed into two subproblems as problem (Sub-RA) and problem (Sub-SA). We can follow (7)–(13) to formulate the resource allocation subproblem. For subchannels holding two real users, the expressions and constraints are exactly the same as (7)–(13). For subchannels holding one real user and one virtual user, modifications are needed. Specifically, the data rate, offloading time, execution time, and energy consumption of the virtual users are all set to 0, and constraints related to these terms can be eliminated. Meanwhile, the resource allocation subproblem only optimizes the power allocation and computation resource allocation for real users, i.e., $p_m$ and $f_m$ with index $m$ corresponding to real users. The newly formulated resource allocation subproblem is still convex and dual decomposition methods can be applied to solve it.

After obtaining the optimal computation resource, we follow (14)–(17) to formulate the new subchannel assignment subproblem by extending the feasible set of $k, j \in K$ to $k, j \in K \cup K_v$ and specifying that $\sum_{m \in M} \sum_{k \in K \cup K_v} x_{k,j,n} \geq 0 \quad \forall j \in K_v$. Other differences are similar to those when formulating the new resource allocation subproblem. The data rate, offloading time, power allocation, and energy consumption of all virtual users are 0. Therefore, when calculating $\hat{e}_{k,j,n}$ for a virtual user $k$ and a real user $j$ according to (16), we only calculate the second term that accounts for the real user’s energy consumption. The newly formulated subchannel assignment subproblem can be solved by BNB methods efficiently.

Then, we follow the logic of Algorithm 1 to obtain the final solutions. In fact, $K = N$ is OMA (FDMA) transmission and we use this case as a comparison scheme to NOMA transmission in Section V-B. Cases $K < N$ are for OMA transmission with sufficient communication resources and are out of the scope of this article. For cases $K > 2N$, admission control should be applied since the system has the maximum capacity of $2N$. Under this situation, the BS will provide MEC service to $2N$ users only so as to entertain as many users as possible. We may provide higher priority to users who have partitioned their workloads to fit the time-slotted system but have not finished offloading the whole task, as described in the last paragraph of Section II-A, or users who first request for the MEC service.

V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS

In this section, we examine the performance of our proposed algorithm and analyze the influence of the NOMA scheme on users’ energy consumption in MEC systems.

A. System Settings

The system settings are as follows unless expressly stated. Each user has a random data size $d_k$, which follows a uniform distribution $d_k \in [0.05, 0.5]$ Kb. $C_k = 1000$ cycles/b is assumed identical for all users. Users are uniformly distributed with a random distance to the BS $a_k \in [5100]$ m (parameter settings are scaled according to the system settings in [26]). Without loss of generality, $P_k = 30$ dBm and $w_k = 1 \forall k \in K$ are assumed. The BS has the total computation resource $F = 20 \times 10^9$ cycles/s. The noise power spectrum density at the BS is $N_0 = -174$ dBm/Hz. The length of time slot $\tau = 0.5$ ms. The total bandwidth $B = 10$ MHz. We consider the path loss as $\sqrt{G_0(a_k/a_0)^{-\theta}}$, where $G_0 = -40$ dB corresponds to the path loss at a reference distance $a_0 = 1$ m, and $\theta = 3.7$ is the path loss exponent [17]. Let $g_{k,m} \sim CN(0, 1)$ denote the small-scale Rayleigh fading between the BS and user $k$ over subchannel position $m$ and then user $k$’s channel gain on subchannel position $m$ can be represented as $h_{k,m} = \sqrt{G_0(a_k/a_0)^{-\theta}g_{k,m}} \in \mathbb{C}$. $K = 2N$ is assumed in NOMA simulations for better interpretation and better comparison, considering that $N < K < 2N$ refers to a combination of NOMA and OMA transmission.

B. Comparison Schemes

Denote by NOMA-J our proposed joint optimization over resource allocation and subchannel assignment in the NOMA-enabled MEC system. To evaluate the performance of our proposed algorithm, we consider several schemes for comparison. We first consider two other NOMA-enabled schemes: first, NOMA-CH: Users adopt NOMA for computation offloading and are allocated with equal computation resource at the BS. The subchannel assignment is optimized. Second, NOMA-COMP: NOMA users are randomly assigned to subchannels with an assignment decision $x \in X$. Users’ power and computation resource allocations are optimized. Then, we further consider FDMA-based systems to appraise the influence of NOMA technology on computation offloading, where the total bandwidth is divided into $N$ orthogonal subchannels with equal bandwidth. Each subchannel can hold one user, and $K = N$ is assumed. The FDMA-based comparison schemes are described as follows.

1) FDMA-CH: Each user is allocated with equal computation resource, and the subchannel assignment is optimized.

2) FDMA-COMP: Each user is randomly assigned to one subchannel, followed by the power and computation resource allocation optimization.

3) FDMA-J: The resource allocation and subchannel assignment are both optimized.

These FDMA-based methods are designed according to our proposed NOMA-based system for easy comparison and interpretation. Related NOMA-based and FDMA-based systems have the same settings for the total bandwidth, the total computation resource, the length of time slots, users’ data sizes, and
distances to the BS except for channel states. We set the maximum number of iterations $I = 10$, the parameter $L_{\eta} = 100$, and study different scales of the MEC systems, ranging from a 4-user system to a 22-user system. Note that for the 4-user system, there are only six subchannel assignments in total, so we set $I = 6$ for this case. For each setting, we run 100 realizations independently with different Rayleigh fading channels and take the average over all realizations for analysis.

### C. Performance Evaluation for the Sub-RA Approach

To begin with, we evaluate the performance of our power and computation resource allocation approach. We show that it enables our system to serve more users with limited communication resources and helps reduce users’ energy consumption.

We notice that while NOMA-COMP, NOMA-J, FDMA-COMP, and FDMA-J (all with power and computation resource allocations) can always have feasible solutions to the offloading problem, NOMA-CH and FDMA-CH (without power and computation resource allocations) may fail to find feasible solutions. More quantitatively, we define the failure probability as the ratio of the number of infeasible realizations over the number of all realizations, and present the failure probability for NOMA-CH and FDMA-CH in Table I.

At the same time, the failure probabilities of NOMA-COMP, NOMA-J, FDMA-COMP, and FDMA-J are all 0. We then compare users’ energy consumption of NOMA-J and NOMA-CH, as well as that of FDMA-J and FDMA-CH in Table II. The energy consumption ratio between NOMA-J and NOMA-CH is named NOMA-J/CH. The ratio FDMA-J/CH is defined similarly.

By combining the two tables, we can better analyze the performance of our power and computation resource allocation approach.

When $K \leq 16$, the failure probabilities of NOMA-CH and FDMA-CH are all 0. It is also shown in Table II that users can greatly mitigate the influence of nonoptimal power and computation resource allocations and achieve a similar performance to NOMA-J (FDMA-J) in NOMA-CH (FDMA-CH) schemes when $K \leq 12$. Even for 16, NOMA-CH and FDMA-CH still consumes only twice the energy compared to the corresponding joint optimization schemes. This indicates that in these cases, the communication resources are still sufficient. Although users are allocated with equal computation resource, users can reduce the total energy consumption by applying an appropriate subchannel assignment. However, as the number of users increases, communication resources become scarce in terms of bandwidth sharing. Users with too much data to process may suffer from a long offloading latency. Without flexible computation resource allocation to compensate for such long offloading latency, the BS may fail to find a suitable subchannel assignment solution to allow all users to finish data processing within the desired latency. The latency requirement hence may be violated in NOMA-CH (FDMA-CH) schemes. Therefore, NOMA-CH’s (FDMA-CH’s) failure probability becomes positive when $K \geq 20$ ($K \geq 18$).

It is also shown that FDMA-CH does not work at all when $K = 22$. This indicates that NOMA-CH and FDMA-CH cannot be applied in a large-scale MEC system with a crowd of users. Even for realizations with feasible solutions, NOMA-CH and FDMA-CH can have high energy consumption. This is revealed by the reduced energy consumption comparison ratio. The reason is that in order to satisfy the latency requirement, users with large data sizes to process have to transmit with more power to have a desirable offloading latency.

### D. Performance Evaluation for the Sub-SA Approach

Next, we assess the performance of our subchannel assignment approach. We first show that the subchannel assignment subproblem can be solved by BNB methods efficiently and then show that the subchannel assignment updates help greatly save users’ energy consumption.

Define one partition as a division of feasible set into two convex sets when we obtain a decimal solution in BNB methods. Therefore, the total number of partitions needed to obtain an integral solution in BNB methods can be used to reflect the BNB efficiency. The less partitions we need, the faster we obtain the integral solutions. We observe that when updating the subchannel assignment by BNB methods, no partitions are needed in some realizations, whereas only a few partitions are needed to obtain integral solutions in other realizations. We record the number of partitions conducted in each subchannel assignment update, and present the ratio between the total number of partitions and the total number of subchannel assignment updates for all realizations in Table III. We name the ratio as BNB ratio for simplicity.

As is shown in the table, the BNB ratio is always smaller than 1 even for $K = 22$. This indicates that we can directly obtain the integral solutions after eliminating the integral constraint in some realizations regardless of the system size, and the BNB-based subchannel assignment algorithm works quite well in other realizations (considering that the BNB ratio can be larger than 1, e.g., 20 if each channel assignment requires 20 partitions in BNB methods on average).

We further show users’ energy consumption ratio between NOMA-J (which has the same initial subchannel assignment as NOMA-COMP but can perform subchannel assignment updates) and NOMA-COMP, as well as that between FDMA-J and NOMA-CH.

---

**TABLE I**

<table>
<thead>
<tr>
<th>No. of users</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOMA-CH</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FDMA-CH</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>No. of users</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOMA-J/CH</td>
<td>0.9389</td>
<td>0.9505</td>
<td>0.9009</td>
<td>0.8797</td>
<td>0.7678</td>
</tr>
<tr>
<td>NOMA-J/CH</td>
<td>0.9709</td>
<td>0.8929</td>
<td>0.9082</td>
<td>0.8893</td>
<td>0.7459</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>No. of users</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB ratio</td>
<td>0.93</td>
<td>0.98</td>
<td>0.96</td>
<td>0.84</td>
<td>0.93</td>
</tr>
</tbody>
</table>
TABLE IV

<table>
<thead>
<tr>
<th>No. of users</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOMA-J/COMP</td>
<td>0.8075</td>
<td>0.1988</td>
<td>0.2639</td>
<td>0.2129</td>
<td>0.1639</td>
</tr>
<tr>
<td>FDMA-J/COMP</td>
<td>0.1311</td>
<td>0.1108</td>
<td>0.1332</td>
<td>0.0830</td>
<td>0.1597</td>
</tr>
<tr>
<td>No. of users</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>NOMA-J/COMP</td>
<td>0.0857</td>
<td>0.1219</td>
<td>0.0843</td>
<td>0.0998</td>
<td>0.0750</td>
</tr>
<tr>
<td>FDMA-J/COMP</td>
<td>0.0857</td>
<td>0.1104</td>
<td>0.0843</td>
<td>0.0887</td>
<td>0.0524</td>
</tr>
</tbody>
</table>

Fig. 1. Dynamics of users’ energy consumption with increasing number of iterations when $K = 2N$. (a) NOMA-J system. (b) FDMA-J system.

and FDMA-COMP in Table IV. The ratios are named NOMA-J/COMP and FDMA-J/COMP, respectively.

It is worth noting that since the power and computation resource allocation subproblem is convex, the optimal resource allocation solutions are always available given the subchannel assignment. Therefore, the energy consumption saving achieved by NOMA-J (FDMA-J) compared to NOMA-COMP (FDMA-COMP) is due to subchannel assignment updates. Although there are no clear trends for the energy ratios (the variation of the ratios is because NOMA-COMP and FDMA-COMP highly depend on the random initial subchannel assignment), it is easy to show that the subchannel assignment works in all sizes of systems tested and helps reduce users’ energy consumption notably.

E. Performance Evaluation for the Overall Algorithm

After analyzing the two subproblems separately, we examine the overall algorithm for the joint optimization of power and computation resource allocations and subchannel assignment. We present the dynamics of users’ total energy consumption of NOMA-J and FDMA-J in Fig. 1. We take the average of the minimal energy consumption $E^*$ over 100 settings in each iteration, and then plot it versus the number of iterations.

It can be seen that our algorithm can efficiently find a good joint subchannel assignment and resource allocation. Only a few iterations are needed to have a great energy consumption reduction compared to the initial state. When brute force in the subchannel assignment is tractable ($K = 6, 8$ in NOMA-based systems, and $K = 4, 6$ in FDMA-based systems), we compare the results of our NOMA-J and FDMA-J algorithms with those of brute force, and observe that our algorithm finds exactly the same optimal solutions as brute force. (The brute force of the NOMA-based and FDMA-based systems find global optima by exhaustive search over all subchannel assignments followed by optimal resource allocation, and are named as NOMA-B and FDMA-B, respectively. The energy consumptions of both schemes are shown in Fig. 3.) We also present other global optima in Table V of cases that are not shown in Fig. 3, which correspond to the extended general cases discussed in Section IV.

We find that our algorithm finds the global optimal solutions as brute force.

When brute force is not viable, we can still observe a considerable energy reduction compared to the initial state achieved by our joint optimization.

Additionally, to show that our algorithm works well for cases $N < K < 2N$ (cases $K = N$ have been shown in FDMA-J scheme), we present the dynamics of users’ energy consumption with increasing number of iterations when $N = 5$ and $N = 10$ in Fig. 2. Different values of $K$ are considered in these cases. Note that when $N < K < 2N$, users apply hybrid NOMA and OMA transmission. It is verified that our algorithm also achieves good performance for general cases.

F. Impact Analysis of NOMA in MEC Systems

Furthermore, we analyze the impact of NOMA on energy-efficient offloading in MEC systems by comparing different schemes. We do not show the plots for NOMA-COMP and FDMA-COMP, considering that these two schemes have been shown to be inefficient even for a small system scale and cannot reflect any trend of energy consumption with an increasing number of users.

We also neglect NOMA-CH and FDMA-CH when $K = 22$ since they have large failure probability in this case.)
Appendix A
Proof of Lemma 1

The main idea is to prove that the energy consumption of each user is monotonically increasing with its transmission power. Hence, all users tend to transmit with the minimal allowable transmission power to save energy, which leads to the longest allowable offloading time and the binding latency constraints. To show the monotonicity, we first consider the energy consumption of user $2n$ on subchannel $n$, which can be easily proved to be monotonically increasing with transmission $p_{2n}$. For user $2n-1$, we can treat the interference from user $2n$ as noise. The same conclusion can be drawn that user $2n-1$ prefers to transmit with minimal transmission power. It is obvious that low-power transmission is better for both users in a NOMA group because when user $2n$ transmits with minimal power, it introduces less interference during user $2n-1$’s transmission, which also helps reduce user $2n-1$’s transmission power. As different NOMA groups of users transmit on different subchannels and incur no tradeoff, all users prefer to transmit with minimal transmission power, resulting in the longest allowable transmission time. Finally, under the optimal conditions, constraints (10a) are binding for all users regardless of the computation resource allocation.

Appendix B
Proof of Theorem 1

The convexity of the feasible region is proved by showing that the feasible set of $(f_{2n-1}, f_{2n})$ is an intersection of the convex sets defined by all constraints. The convexity of the objective is proved by showing that its Hessian matrix with respect to $(f_{2n-1}, f_{2n})$ is positive semidefinite. The derivations follow the fundamental mathematics, and hence are omitted for brevity. For the complete proof, please see the supplementary material.

Appendix C
Proof of Theorem 2

We first transfer problem (Sub-SA) into an equivalent form as follows (here, “E-SA” refers to “equivalent subchannel assignment” subproblem):

For the overall algorithm, we have demonstrated to be computationally efficient, with only a small number of iterations required to produce a decent performance. Meanwhile, numerical results have shown that compared to FDMA-based MEC systems, NOMA-based MEC systems have great advantages in reducing energy consumption, and our proposed algorithm can enable MEC service for multiple users with constrained communication resources. Regarding the future work, the combination with massive multiple-input multiple-output can be considered, which may further improve the performance of NOMA-enabled MEC systems. Moreover, the imperfect CSI situations can also be taken into account to make the system model more practical.
by proving the NP-completeness of the corresponding recognition version problem of problem (Sub-E-SA) [36]. Denote by $\hat{x} := \{\hat{x}_{k,j,n} | k, j \in K, n \in N\}$ the new subchannel assignment variables. The recognition problem can be described as Problem (1).

**Problem 1:** Is there a feasible solution formed by $\hat{x}$, where constraints (17a) to (17c) are satisfied?

Problem (1) follows the recognition version description of an ILP problem [36]. To show the NP-completeness of Problem (1), we will show that Problem (1) $\in$ NP and the exact cover problem is reducible to Problem (1) in polynomial time, where the exact cover problem is a known NP-complete problem [37].

1) Problem (1) $\in$ NP. It is easy to see that we can nondeterministically guess a solution $\hat{x}_{k,j,n}$ and deterministically verify whether constraints (17a) to (17c) are satisfied.

2) The exact cover problem is reducible to Problem (1) in polynomial time. To proceed, we first introduce the exact cover problem (17).

Problem (1) follows the recognition version description of an ILP problem [36]. To show the NP-completeness of Problem (1), we will show that Problem (1) $\in$ NP and the exact cover problem is reducible to Problem (1) in polynomial time, where the exact cover problem is a known NP-complete problem [37].

The solution of the exact cover problem in polynomial time, we can have an efficient algorithm to solve Problem (1). Therefore, Problem (1) is NP-complete and problem (Sub-SA) is NP-hard.
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