Abstract—Electric vehicles (EVs) have been well-recognized as a deferrable load with the flexibility to shift their energy demands over time. Although this one-dimensional flexibility has been extensively investigated both by research and industrial implementations, the expanding energy demand and the associated uncertainties still make the integration of a large population of EVs into power system reliably and economically greatly challenging. In this paper, we design an auction scheme via mechanism design to elicit two additional flexibilities, namely, energy-flexibility and deadline-flexibility, from EVs. An offline mechanism is firstly designed as a benchmark based on the famous Vickrey-Clark-Groves mechanism. Then based on the primal-dual approach, we propose an online auction, in which all bids are truthful, the loss of social welfare is bounded by competitive ratio, and the mechanism can be implemented in polynomial time. By the numerical results, we quantitatively show that both the power system operators and individual EVs can benefit from the integration of the multi-dimensional flexibilities through our proposed mechanisms.
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I. INTRODUCTION

ONE distinguished feature of future smart grids is the transformation of demand-side electricity loads from dumb followers into proactive participators. Leveraging the flexibilities in reducing or delaying the electricity consumptions, various conventional loads are capable of actively responding to the regulation signals from power systems and making profits in electricity markets [1]. Specifically, the charging control of electric vehicles (EVs) has been considered as a key component in the demand-side management programs. The well-recognized flexibility from EVs is their deferrable property, namely, the ability to shift their fixed energy demand over their plug-in time horizon. Although such one-dimensional flexibility has been extensively investigated by the state-of-the-art research [2]-[5], the expanding energy demand and associated uncertainties from unpredictable human behaviors still introduce great challenges to integrate a large population of EVs into power systems reliably and economically [6]. Therefore, other dimensional flexibilities are becoming increasingly important for better integration of EVs into power systems. In this paper, we aim at identifying and exploiting two novel and promising flexibilities beyond the deferrable property of EVs:

1. Energy-flexibility
2. Deadline-flexibility

Fig. 1. Illustration of valuation functions of the flexible energy and deadline. The energy-flexibility and the deadline-flexibility. To be more specific, recent advances in the EV charging infrastructure have greatly relieved the range anxiety from the energy-critical EV owners and hence relaxed their energy demands during a single charging period [7]. Therefore, EVs are able to take advantage of the energy-flexibility by adjusting their energy demands for the sake of economic benefits. Besides, depending on EVs’ different patterns of use (e.g., commuting, taxi, etc.) and EV drivers’ preferences, some EVs are not sensitive to the charging deadlines, and hence are capable of delaying their charging requests up to some extended deadlines [8]. Such deadline-flexibility can significantly facilitate the operators to maintain the reliability and reduce the energy cost during the peak hours of power systems.

In the current setting of EV coordinated charging problems [2]-[5], the charging requests are purely decided by EVs based on the electricity tariff (e.g., time-of-use tariff) information to maximize their own utility (i.e., valuation minus energy cost). Whereas the system operators consider the charging requests just as fixed parameters, and determine the charging profiles of EVs to optimize their own objectives (e.g., minimizing the load variance) [2][3] or minimizing energy cost [4][5]). Therefore, the system operator fails to provide proper incentives to encourage EVs’ participation, and the flexibilities inside the charging requests are not taken into account. To integrate the aforementioned multi-dimensional flexibility1 (MDF) in the EV coordinated charging problem, we propose to capture the energy-flexibility and deadline-flexibility by modeling the valuations2 of each EV’s charging request (i.e., energy demand, arrival time and deadline) as a function of the required energy demand and deadline. For example, a short-commute EV can

1The multi-dimensional flexibility refers to the flexibilities in adjusting the total amount and the charging time duration of energy, which are considered as different types of traded commodities in the proposed mechanism.

2The valuation in this paper refers to the maximal money that an EV is willing to pay for different energy demands and deadlines.
describe its energy-critical charging request by specifying a valuation function that steps into a higher value only after a certain amount of energy is satisfied (e.g., solid-red curves in Fig. 1(a)). Such functions are also referred to as all-or-nothing utility functions in [8]. Differently, for EV taxis, their valuations are sensitive to the energy but not critically dependent on it. Then, they can describe their valuations by non-decreasing functions (e.g., blue-dashed curves in Fig. 1(a)). As for the deadline-flexibility, an EV with a stringent deadline can describe its valuation as a deadline-critical function that decays rapidly to zero after its target deadline (e.g., solid-red curves in Fig. 1(b)). On the other hand, EVs with a flexible time schedule can represent their valuations as functions that gradually decrease with their deadlines (e.g., dashed-blue curves in Fig. 1(b)). In the extreme case that EVs are totally insensitive to the deadlines, the valuation functions are just flat lines (e.g., the black curve in Fig. 1(b)).

Based on the above modeling of energy and deadline flexibilities, we can proceed to integrate these flexibilities into the original EV coordinated charging problems and design a win-win mechanism for both the system operator and individual EVs. Specifically, we aim at designing mechanisms that can elicit the MDF to improve the social welfare of the EV coordinated charging problems, and quantifying the benefits of these flexibilities in the charging requests for both system operators and EVs. Particularly, this work makes contributions in the following aspects: (i) We propose a general formulation for the social welfare problem of the EV coordinated charging, in which the valuation is a function of both energy demand and deadlines, and the charging cost is a general convex function with capacity constraints. (ii) We adopt a Vickrey-Clark-Groves (VCG)-based mechanism in the offline setting as a benchmark to quantify the benefits of utilizing MDFs for both the power system and EV owners. (iii) To handle online EV arrivals, an online mechanism is designed to ensure the truthfulness of the auction scheme and bound the loss of the social welfare due to the lack of future EV arrival information in the online setting.

II. RELATED WORKS

In the literature, extensive research has been carried out on the EV coordinated charging problems to mitigate negative impacts [2][3] or gain profits [4][5] leveraging the EVs’ deferrable property. However, the energy-flexibility and deadline-flexibility are ignored by these previous works. The pioneering work [9] studies the energy-flexibility in a generic demand response problem and it elicits this flexibility by an auction approach based on the famous VCG mechanism. In parallel, some works also examine the deadline-flexibility in the deferrable load such as EVs. The work [10] first addresses the value of the deadline-flexibility from EVs for solar energy integration. However, [10] fails to provide insights into the exploitation of deadline-flexibility. [8] proposes to elicit the deadline-flexibility by a pricing approach, in which a deadline differentiated pricing contract is designed and analyzed. [11] further proposes to utilize the MDF, and numerically validates their benefits in power systems. However, the above auction and pricing approaches are designed for offline problems, in which all EVs need to participate in the mechanisms at the beginning of the decision horizon. While in practice, EVs often arrive at the charging facilities one by one with random inter-arrival time, and the system operator only has the information from EVs that are currently connected to the charging facilities. Therefore, the mechanism is more likely to be implemented in an online manner for the EV coordinated charging problem. To handle this online setting, [12] proposes an online mechanism by assuming that all EVs can discharge energy back to the power grid, and prove the truthfulness of the bids from EVs. The follow-up work [13] further takes into account the generation cost with renewable energy, and characterizes a general class of truthful online mechanisms. However, both works [12][13] have no guarantee on the loss of the social welfare due to lacking the information of EV arrivals in the online setting. Based on [12] and [13], the work [14] designs an online mechanism for the coordinated EV charging problem with the consideration of energy cost. Moreover, based on the primal-dual analysis, the proposed mechanism shows the competitive ratio of the online algorithm to bound the loss of social welfare.

Our paper is most relevant to work [14]. In particular, we both formulate the objective in the same form, namely, the total valuations of all EVs minus the electricity cost, and apply the primal-dual approach to analyze the competitive ratio of the online mechanisms. Compared to work [14], we specifically make contributions in three aspects: (i) We adopt a more general problem formulation, in which the valuation of EVs is a function of not only the total energy amount but also the deadline, that makes it possible to trade MDFs in the mechanism. (ii) We propose to reduce the loss due to the online arrivals of bids by redesigning the marginal electricity cost function so that charging capacity can be reserved for late-coming bids. This design principle is different from [14] which reschedules the charging profiles of all accepted EVs in a receding horizon manner. (iii) Our mechanism can ensure that EVs submit their truthful bids to the system operator, which makes it possible for practical implementation when EVs have their own private preferences.

In the following, we start by formulating an offline social welfare maximization problem and introducing a VCG-based mechanism as a benchmark. Then we propose an online mechanism, which not only guarantees the truthfulness of EVs’ bids, but also bounds the loss of the social welfare due to the online arrivals of bids. We assume the online mechanism has no information about the bid arrival process in the future. The same assumption has been adopted by most of the prior works [4][12][14] when studying the online mechanisms. Although the future bid arrival process may be predicted with certain accuracy in practice, we postpone the online mechanism design with predicted information for our future research.

III. SOCIAL WELFARE PROBLEM AND OFFLINE MECHANISM DESIGN BENCHMARK

We start by formulating the social welfare maximization (SWM) problem for the EV coordinated charging problem, based on which both offline and online mechanisms will be designed in the following sections. We consider the scenario that an aggregator (or system operator) coordinates and
schedules the charging processes of a population of EVs to optimize social objectives over a fixed time horizon. Let \( n \in \mathcal{N} = \{1, 2, \ldots, N\} \) and \( t \in \mathcal{T} = \{1, 2, \ldots, T\} \) be the sets of EVs and time slots, respectively. In order to elicit the MDF from the submitted charging requests of EVs, we define the interaction between the aggregator and the EVs as an auction scheme: (i) Each EV \( n \) submits its charging bid to the aggregator. Each bid is a vector of quadruples \( \theta_n = (\theta_{n,k})_{k \in \mathcal{K}_n} = (c_{n,k}, a_{n,k}, d_{n,k}, b_{n,k})_{k \in \mathcal{K}_n} \), where \( c_{n,k}, a_{n,k}, \) and \( d_{n,k} \) denote the energy demand, arrival time, and deadline of EV \( n \), \( b_{n,k} \) is the corresponding claimed valuation for \( c_{n,k}, a_{n,k}, \) and \( d_{n,k} \), and \( \mathcal{K}_n \) denotes the set of bids from EV \( n \). (ii) Based on the reported bids \( \Theta = (\theta_{n})_{n \in \mathcal{N}} \) from all EVs, the aggregator determines the winning bid selection \( y_n = (y_{n,k})_{k \in \mathcal{K}_n} \), charging schedule \( x_n = (x_{n,k})_{(k \in \mathcal{K}_n, t \in \mathcal{T})} \) and payment \( p_n \) for each EV \( n \) so that the social objective can be optimized. Particularly, the winning bid selection \( y_{n,k} \) equals 1 if bid \( k \) of EV \( n \) is selected and 0 otherwise. The charging schedule \( x_{n,k}^t \) denotes the transferred energy into EV \( n \) within time slot \( t \) if bid \( k \) is selected.

\[ \text{A. Social Welfare Maximization Problem} \]

We formally formulate the SWM problem by integrating the MDF into the EV coordinated charging problem as follows.

\[ \text{max } \sum_{n \in \mathcal{N}} \sum_{k \in \mathcal{K}_n} b_{n,k} y_{n,k} - \sum_{t \in \mathcal{T}} c_t \left( \sum_{n \in \mathcal{N}} \sum_{k \in \mathcal{K}_n} x_{n,k}^t \right), \quad (1a) \]

\[ \text{s.t. } \sum_{t \in \mathcal{T}_{n,k}} x_{n,k}^t = c_{n,k} y_{n,k}, \quad n \in \mathcal{N}, k \in \mathcal{K}_n, \quad (1b) \]

\[ \sum_{k \in \mathcal{K}_n} y_{n,k} \leq 1, \quad n \in \mathcal{N}, \quad (1c) \]

\[ y_{n,k} \in \{0,1\}, \quad n \in \mathcal{N}, k \in \mathcal{K}_n, \quad (1d) \]

\[ 0 \leq x_{n,k}^t \leq x_n, \quad n \in \mathcal{N}, k \in \mathcal{K}_n, t \in \mathcal{T}. \quad (1e) \]

The first term in the objective (1a) is the total valuations of all EVs and the second term represents the cost of the aggregator. The cost function \( c_t(\cdot) \) for time slot \( t \) is assumed to be a general convex function, which can take different forms for different purposes (e.g., load valley-filling, energy cost minimization) of the aggregator. Energy constraints (1b) guarantee that each EV is charged the energy based on the selected bid. The time slot set \( \mathcal{T}_{n,k} = \{a_{n,k}, \ldots, d_{n,k}\} \) represents the plug-in time period for bid \( k \) of EV \( n \). Constraints (1c) and (1d) specify the feasible set of the winning bid selection \( y = (y_{n,k})_{n \in \mathcal{N}} \), and ensure that each EV can win no more than one bid. Constraints (1e) restrict the charged energy per time slot by the maximum charging rate of each EV. \( x_n \) denotes the maximum amount of energy that can be transferred by EV \( n \) in each time slot. Let \( F^* \) and \( (x^*, y^*) \) denote the optimal objective value and solution of the SWM problem, respectively.

The SWM problem can be solved by either the aggregator or an independent platform, and the social welfare can be maximized by implementing the optimal solution \( (x^*, y^*) \) under the condition that all the bids from EVs truthfully reveal their valuations on their charging requests. However, it is often not the case without proper incentives. For self-interested EVs, their goals are to maximize their own utility \( u_n = v_n(x_n, y_n) - p_n \), where \( v_n(\cdot) \) is the true valuation function of EV \( n \), which may differ from their claimed valuations. Hence EVs may not reveal their true valuations if they can obtain a higher utility when they submit an alternative bid. When the EVs misreport their valuations, the aggregator may lose social benefits when optimizing the social objectives based on the reported bids. In order to ensure the truthfulness of submitted bids, we propose to elicit the MDF by a mechanism design approach. In particular, we aim at designing the mechanisms for determining the winning bid selection, charging schedule and payment in the defined auction between the aggregator and EVs, so that the following three goals can be achieved: i) Truthfulness: Each EV maximizes its own utility when it reveals its true valuation regardless of others’ bids; ii) Economic efficiency: the social welfare is maximized; and iii) Computational efficiency: The mechanism can be implemented in polynomial time. In the rest of this section, we consider an offline setting as a benchmark, where all the bids are assumed to be collected at the beginning of the time horizon. By this setting, the contributions of the MDF to the social welfare can be quantified.

\[ \text{B. Offline Auction by VCG Mechanism} \]

As the milestone in the mechanism design field, the VCG mechanism provides a systematic way to ensure the truthfulness and economic efficiency for the SWM problem. Specifically, the VCG mechanism states: i) The winning bid selection and charging schedule are the optimal solution of the SWM problem (i.e., \( x^* \) and \( y^* \)); ii) the payment is determined by

\[ p_n = h_n(\theta_{-n}) - \left[ \sum_{m \in \mathcal{N} \setminus n} \sum_{k \in \mathcal{K}_m} b_{m,k} x_{m,k}^* - \sum_{t \in \mathcal{T}} c_t \left( \sum_{m \in \mathcal{N}} \sum_{k \in \mathcal{K}_m} x_{m,k}^* \right) \right], \quad \forall n \in \mathcal{N}, \quad (2) \]

where \( \theta_{-n} \) denotes all the reported bids excluding EV \( n \) and \( h_n(\theta_{-n}) \) is an arbitrary function depending on \( \theta_{-n} \). In particular, we can choose \( h_n(\theta_{-n}) \) as the optimal solution of the SWM problem when EV \( n \) is excluded from the system. Different from the classical VCG mechanisms, in which the objective of the SWM problem is only the summation of all the valuations (i.e., the first term of the objective (1a)), our problem is the welfare maximization with energy costs [9][14]. The validation of the VCG payment can be verified following the same proof as Proposition 3 in [9].

The SWM problem is a mixed-integer non-linear program, which is known to have computational complexity growing exponentially in the number of integer optimization variables [22]. Though heuristic or approximation algorithms [15] can be applied to solve the SWM problem in polynomial time, truthfulness is no longer necessarily guaranteed by substituting the sub-optimal solutions into the VCG payment (2) [16]. Worse still, although the VCG mechanism can handle the offline scenario, EVs often arrive at the charging systems and join the auction in an online manner in practice. Thus, once a new EV submits its bid, the aggregator needs to immediately determine whether to accept one of its bids, and decide its charging schedule as well as its corresponding payment if any bid is accepted. In this online setting, applying the VCG mechanism to the existing EVs in the system cannot guarantee a satisfactory performance because i) each time an EV arrives, the mechanism needs to be invoked once and the resulting
computational complexity is rather high; ii) aggregator may allocate too much cheap energy to the low-value bids that come early but have to reject high-value bids later due to the limited amount of cheap energy. Thus, we will continue to discuss this more challenging online mechanism design problem for practical systems in the following section.

IV. ONLINE MECHANISM VIA PRIMAL-DUAL APPROACH

The online mechanism design is more challenging because the mechanism not only needs to ensure the truthfulness, and computational efficiency, the loss of the social welfare due to the online nature has to be bounded. Our goal is to design an online mechanism whose resulting social welfare is competitive with respect to the optimal offline solution. An online algorithm is \( \alpha \)-competitive for some \( \alpha \geq 1 \) if it achieves at least \( 1/\alpha \) of the optimal offline social welfare in the worse case. In this work, we will quantify the loss of the social welfare by the competitive ratio.

A. Design Principle of the Online Primal-dual Approach

Our online mechanism bounds the loss of the social welfare based on the primal-dual approach [14][17]. We firstly relax the integer variable \( y \) in the SWM problem to be continuous, and obtain the primal problem of the relaxed SWM problem:

\[
\max_{x,y,v} \sum_{n\in N} \sum_{k\in K_n} b_{n,k} y_{n,k} - \sum_{t\in T} c_t(v_t)
\]

s.t.

\[
v_t \geq \sum_{n\in N} \sum_{k\in K_n} x^t_{n,k}, \quad t \in T,
\]

\[
\sum_{t\in T} x^t_{n,k} \geq e_{n,k}, \quad n \in N, k \in K_n,
\]

\[
\sum_{k\in K_n} y_{n,k} \leq 1, \quad n \in N,
\]

\[
x_t \leq X_n, \quad n \in N, k \in K_n, t \in T
\]

where the slack variable \( v_t \) denotes the total load at time \( t \). Because the cost function \( c_t(v_t) \) is non-decreasing in \( v_t \), the inequality constraints (3b) and (3c) will be binding at the optimal solution as the case in [14]. Therefore, the relaxation of the primal problem only lies in variables \( y \). Let \( \lambda = \{\lambda_t\}_{t\in T} \), \( \mu = \{\mu_{n,k}\}_{n\in N,k\in K_n} \), \( \eta = \{\eta_n\}_{n\in N} \), and \( \beta = \{\beta_{n,k}\}_{n\in N,k\in K_n,t\in T} \) be the dual variables corresponding to constraints (3b)-(3e). Then the dual problem of the relaxed SWM problem can be described as

\[
\min_{\lambda,\mu,\beta,\eta} \sum_{n\in N} \sum_{k\in K_n} \beta^t_{n,k} X_n + \sum_{t\in T} \hat{c}_t(\lambda_t)
\]

s.t.

\[
\eta_n \geq b_{n,k} - \mu_{n,k} e_{n,k}, \quad n \in N, k \in K_n,
\]

\[
\lambda_t \geq \mu_{n,k} - \beta^t_{n,k}, \quad n \in N, k \in K_n, t \in T
\]

\[
\lambda, \mu, \eta, \beta \geq 0
\]

where \( \hat{c}_t(\lambda_t) = \max_{v_t \geq 0} (\lambda_t v_t - c_t(v_t)) \) is the conjugate function of the cost function \( c_t(v_t) \).

Next, we design the online auction algorithm to elicit the MDF in the EV coordinated charging problem based on the primal and dual problems (3) and (4). Let \( P_n \) and \( D_n \) be the objective values of the primal and dual problems after processing the EV \( n \)'s bid. Then \( P_n \) and \( D_n \) are the final primal and dual objective values of the online algorithm. The basic idea of the primal-dual approach is to design an online algorithm to determine the feasible primal and dual variables for the problems (3) and (4) so that the increment of the primal objective is no smaller than that of the dual objective by a constant factor \( \alpha \) after processing each EV's bid. Then the competitive ratio of the online algorithm can be determined by the following lemma.

Lemma 1. If there exists a constant \( \alpha \geq 1 \) such that \( P_n - P_{n-1} \geq \frac{1}{\alpha} (D_n - D_{n-1}) \), \( \forall n \), and the initial dual objective \( D_0 = 0 \), the online algorithm is \( \alpha \)-competitive.

Proof. Firstly, we have \( P_0 = 0 \), and hence \( P_N = \sum_{n=1}^N (P_n - P_{n-1}) \geq \frac{1}{\alpha} \sum_{n=1}^N (D_n - D_{n-1}) = \frac{1}{\alpha} D_N \). Recall that we denote the maximal social welfare by \( F^* \). Let \( F^*_n \) be the optimal value of the relaxed primal problem (3). Then, we have \( F^*_n \geq F^* \). Due to the weak duality [21], \( D_N \geq F^*_n \geq F^* \). Thus, the online algorithm is \( \alpha \)-competitive.

B. Online Auction by Primal-Dual Approach

Following the principle of the primal-dual approach, we start by designing an online mechanism to solve the SWM problem with a guaranteed competitive ratio, and then prove that the online mechanism is truthful and computationally efficient. In this mechanism, upon the arrival of EV \( n \), it submits its bids to the aggregator, and then the aggregator decides whether to accept one of its bids, and how to schedule its charging profile based on the selected bid. EV \( n \) is informed of the decision from the aggregator immediately. If one bid is accepted, its associated charging schedule and payment will not be changed, and EV \( n \) is not allowed to withdraw the accepted bid. If all bids are rejected, EV \( n \) needs to adjust its bidding price \( b_{n,k} \) or charging request \( \{e_{n,k}, a_{n,k}, d_{n,k}\} \), and resubmit the modified bids to the aggregator for getting dispatched. Next, we show the design details on the determination of the bid selection, the charging schedule and the payment in the online mechanism. From the aggregator’s perspective, it only has the system-level knowledge of the per-slot total load of the previous \( n - 1 \) EVs (i.e., \( \hat{v}^{n-1}_{t} \)) and their corresponding per-slot energy price (i.e., \( \lambda^{n-1}_{t} \)). After receiving the bid \( \theta_n \) from EV \( n \), the aggregator firstly determines the candidate charging profile \( x_{n,k} = \{x^t_{n,k}\}_{t\in T} \) that satisfies the energy constraints (3c) in the primal problem for each bid \( k \in K_n \). In particular, \( x_{n,k} \) is achieved by solving a simple cost minimization problem based on the per-slot energy price \( \lambda^{n-1}_{t} \).

\[
x_{n,k} = \arg \min_{0 \leq x^t_{n,k} \leq X_n} \sum_{t\in T} x^t_{n,k} \lambda^{n-1}_{t},
\]

s.t.

\[
\sum_{t\in T} x^t_{n,k} \geq e_{n,k}.
\]

The optimal solution of the problem (5) can be simply derived by allocating the energy demand to the cheapest time slots with the restriction of per-slot transferred energy capacity \( X_n \). Then, based on \( x_{n,k} \), we can obtain the corresponding marginal energy price \( \mu_{n,k} \) in the dual problem, namely, the price of the next unit of energy for bid \( k \), as follows,

\[
\mu_{n,k} = \max_{t,x^t_{n,k} > 0} \lambda^{n-1}_{t}.
\]
According to the form of the energy cost in the right hand side (RHS) of constraints (4b), we propose to use \( \mu_{n,k} \) as the energy price of EV \( n \). Therefore, when bid \( k \) is selected, the utility of EV \( n \) can be calculated by \( b_{n,k} - \mu_{n,k}e_{n,k} \), which is exactly the RHS of of constraints (4b). Then, the next question is whether to accept one bid and which one to choose if one bid is accepted. From the complementary slackness in the KKT conditions [21] of constraints (4b), \( y_{n,k} \) must be zero unless \( \eta_n = b_{n,k} - \mu_{n,k}e_{n,k} \). To ensure that EV \( n \) has the incentive to participate in the auction, we must guarantee a non-negative utility for EV \( n \). Thus, we propose to accept the bid that maximizes the utility of EV \( n \) as long as the maximal utility is non-negative. In particular, we let the utility of EV \( n \) be

\[
\eta_n = \left[ \max_{k \in K_n} \left( b_{n,k} - \mu_{n,k}e_{n,k} \right) \right]^+.
\]

(7)

Accordingly, we determine the bid selection \( y_{n,k} \) by

\[
y_{n,k} = \begin{cases} 
1 & \text{if } \eta_n > 0 \text{ and } k = k', \\
0 & \text{otherwise},
\end{cases}
\]

(8)

where \( k' = \text{arg} \max_{k \in K_n} b_{n,k} - \mu_{n,k}e_{n,k} \) is the index of the bid that maximizes the utility of EV \( n \). Once bid \( k' \) is accepted, its corresponding charging schedule \( x_{n,k'} \) and payment \( p_n = \mu_{n,k'}e_{n,k'} \) are both determined.

Next, based on the complementary slackness of constraints (4c), we determine the dual variable \( \beta_{n,k} \) by

\[
\beta_{n,k} = \begin{cases} 
\mu_{n,k} - \lambda^t_{n,k} & x^t_{n,k} > 0, \\
0 & x^t_{n,k} = 0.
\end{cases}
\]

(9)

Finally, we update the system-level variables, namely the per-slot total load

\[
v^t_n = v^{t-1}_n + x^t_{n,k'}, \quad t \in T_{n,k'},
\]

(10)

and the per-slot energy price

\[
\lambda^t_n = f_t(v^t_n), \quad t \in T_{n,k'},
\]

(11)

where \( f_t(\cdot) \) is a specifically-designed function to update the energy price appropriately. Note that an intuitive method to design the energy pricing function is to set it to be the marginal energy cost at the current total load of time \( t \), namely, \( f_t(v^t_n) = c_t(v^t_n) \). However, because the bids arrive in an online manner, the marginal cost pricing method may lead to aggressive acceptance of the bids that come early but are with low valuation over energy, which may result in severe loss of the social welfare. For example, one possible scenario is that EVs with low-value bids participate in the mechanism early and the limited amount of energy capacity is all allocated to these EVs. Later, a large number of EVs with high-value bids come. However, they will be rejected due to insufficient energy capacity for charging schedule. Therefore, although the marginal cost pricing method can reflect the true electricity cost for serving the current EV, it makes the mechanism accept the early-coming bids too aggressively. Thus, we need to design the pricing function \( f_t(\cdot) \) properly to reserve some capacity for the late-coming bids. Particularly, the pricing function \( f_t(\cdot) \) needs to be specifically-designed for different forms of the cost functions \( c_t(\cdot) \). In this paper, we mainly show the results when \( c_t(\cdot) \) is a convex quadratic cost function with a capacity limit \( W_t \) for each time slot \( t \), namely,

\[
c_t(v_t) = \begin{cases} 
b_tv_t + a_tv_t^2 & v_t \leq W_t, \\
\infty & v_t > W_t.
\end{cases}
\]

(12)

Based on \( c_t(v_t) \), we propose to adopt a speed-up version of the marginal pricing function

\[
\lambda_t = f_t(v_t) = \begin{cases} 
c_t'(\delta v_t) & v_t \leq W_t/\delta, \\
c_t'(W_t/\delta)e^{(v_t-W_t/\delta)} & W_t/\delta < v_t \leq W_t.
\end{cases}
\]

(13)

where \( \delta = 2 \) and \( \xi = \max\left\{ \frac{2\ln(\frac{U}{W})}{W}, \frac{2a}{a+b}\right\} \) are design parameters and the determination of these two parameters are shown in the proof of Theorem 1 in Appendix A. Before stepping into the details of determining the parameters, we firstly explain the key idea for the design of this pricing function. When the total load is not very large (i.e., \( v_t \leq W_t/\delta \)), a speed-up scaler \( \delta \) is used to artificially boost the marginal cost of energy in case the cheap energy is used up by the early arrivals with low-value bids. As the total load approaches the capacity (i.e., \( W_t/\delta < v_t \leq W_t \)), the marginal cost of energy increases exponentially fast. In addition, the energy price when \( v_t = W_t \) is guaranteed to be larger than the maximum per-unit valuation in all bids, which is denoted by \( U \) when determining the parameter \( \xi \). Based on this setting, the charging profile that may lead to exceeding the capacity \( W_t \) will not be selected because in that case, \( \mu_{n,k} > U \) leads to a negative-utility bid, which will be rejected by the aggregator. Note that \( U \) is unknown to the aggregator before all bids have arrived. Thus, \( U \) needs to be estimated based on the historical data of the bids. In the numerical section, we will show that a reasonably good performance can be achieved even when the estimated value largely deviates from \( U \).

Finally, the online mechanism is summarized in Alg. 1.

Based on the design principle in the primal-dual approach, Alg. 1 guarantees a bounded social welfare as shown in Theorem 1.

**Theorem 1.** The online mechanism Alg. 1 is \( \alpha \)-competitive in social welfare for \( \alpha = \max\left\{ \frac{2\ln(\frac{U}{W})}{W}, \frac{2a}{a+b}\right\} \).

**Proof.** Please refer to Appendix A.

Alg. 1 not only achieves a bounded competitive ratio as we design, but also ensures the truthfulness and computational efficiency, which are necessary conditions for implementation of the online mechanism in practice.

**Theorem 2.** The online mechanism Alg. 1 is truthful and runs in polynomial time.

**Proof.** (Truthfulness) We first prove the truthfulness in the bidding prices (or valuations) in EVs’ bids. To achieve this goal, we firstly show that Alg. 1 can ensure that (i) EVs cannot affect the potential payment of all their bids by manipulating their bidding prices; (ii) the bid that can maximize the utility of each EV is always chosen. The second argument follows directly from the design of Alg. 1 as shown in Eqs. (7) and (8).

As for the first argument, recall that the bid \( k \) from EV \( n \) can be divided into two parts: the charging request \( \{e_{n,k}, a_{n,k}, d_{n,k}\} \)
Algorithm 1 Proposed Online Mechanism

1: **Initialization**: Collect the energy cost function \( c_t(\cdot) \), \( \forall t \in T \); set the per-slot total load \( v^n_t = 0, \forall t \in T \) and the per-slot energy price \( \lambda^n_t = c'_t(0), \forall t \in T \).

2: **while** a new EV \( n \) arrives **do**

3: Collect the bid \( \theta_n \) from EV \( n \);

4: **for** \( k \in K_n \) **do**

5: Calculate the charging schedule of bid \( k \) as \( x_{n,k} \) based on Eq. (5);

6: Calculate the marginal energy price \( \mu_{n,k} \) by Eq. (6);

7: **end**

8: Determine the bid that maximizes EV \( n \)'s utility by \( k' = \arg \max_{k \in K_n} b_{n,k} - \mu_{n,k}c_{n,k} \), and choose the utility of EV \( n \) to be \( \eta_n = b_{n,k'} - \mu_{n,k'}c_{n,k'} \);

9: **if** \( \eta_n < 0 \) **then**

10: Reject EV \( n \);

11: **else**

12: Accept bid \( k' \);

13: Determine the charging schedule as \( x_{n,k'} \);

14: Determine the payment as \( v^n_t = \mu_{n,k'}c_{n,k'} \);

15: Update \( v^n_t \) and \( \lambda^n_t \) by Eq. (10) and Eq. (11);

16: **end**

17: **end while**

and the associated bidding price \( b_{n,k} \). Alg. 1 determines the potential payment of the bid \( k \) from EV \( n \) as \( \mu_{n,k}c_{n,k} \). From Eqs. (6) and (13), \( \mu_{n,k} \) only depends on the charging request \( \{c_{n,k}, a_{n,k}, d_{n,k}\} \) and the charging schedules of the first \( n-1 \) EVs. Notice that the charging schedules from the first \( n-1 \) EVs are not allowed to reschedule in Alg. 1. Therefore, the potential payment of bid \( k \) from EV \( n \) is independent of its bidding price, which equivalently means that EV \( n \) cannot manipulate its potential payment for each bid \( k \) by misreporting its bidding price \( b_{n,k} \). After verifying the arguments (i) and (ii), we can continue to show that EV \( n \) cannot improve its utility by misreporting its bidding prices. Suppose EV \( n \) submits its truthful bidding prices, Alg. 1 selects the bid for EV \( n \) by \( k' = \arg \max_{k \in K_n} b_{n,k} - \mu_{n,k}c_{n,k} \) if \( b_{n,k} - \mu_{n,k}c_{n,k} \geq 0 \). This selection method is aligned with the goal of EV \( n \) and EV \( n \)'s utility is maximized. Suppose EV \( n \) misreports its bidding prices as \( \hat{b}_{n,k} \), we show that misreporting bidding prices cannot improve its utility but is at risk of losing utility. There are two possibilities if EV \( n \) misreports its bidding prices: (i) the selected bid \( k' \) based on the misreported \( \hat{b}_{n,k} \) is the same as \( k' \). Then, the true utility of EV \( n \) is not improved. (ii) the selected bid \( k' \) is different from \( k' \). Then the bid selection is sub-optimal for maximizing the utility of EV \( n \), and thus the utility of EV \( n \) decreases. In summary, the utility of EV \( n \) in the online mechanism cannot be improved by misreporting its bidding prices. Submitting the truthful bidding prices is a dominant strategy for each EV.

Next, we proceed to prove that EV \( n \) is truthful in reporting its arrival time \( a_{n,k} \) and deadline \( d_{n,k} \) in the online mechanism. The true arrival time is defined as the earliest time epoch that an EV can physically reach the charging station when it submits the bids. Similarly, the true deadline is defined as the latest time epoch that an EV can keep plugging-in before it leaves. We make the natural assumption that EVs cannot submit the bids that claim an arrival time that is earlier than its true arrival time, or a deadline that is later than its true departure time [12][13]. This assumption rules out the bids in which EVs cannot follow what they claim. Note that the marginal energy price \( \mu_{n,k} \) in the potential payment of bid \( k \) from EV \( n \) is non-increasing in the plug-in duration of the EV \( n \) (i.e., \( d_{n,k} - a_{n,k} \)). Thus, EV \( n \) cannot reduce its potential payment by reporting a late arrival (i.e., a larger \( a_{n,k} \)) or early departure (i.e., a smaller \( d_{n,k} \)). Submitting the truthful arrival time and deadlines is a dominant strategy for each EV.

(Polynomial Running Time) To process the bid of EV \( n \), it firstly takes \( O(KT\log(T)) \) time to compute the charging schedule and marginal price for each bid (i.e., lines 4-7), where \( K = \max_{n} |K_n| \). This is because the optimal solution of the problem (5) can be computed by allocating \( X_n \) units of energy to the \([c_{n,k}, X_n] \) time slots with the smallest per-slot prices, and the remaining energy to the \([c_{n,k}, X_n] + 1 \) smallest time slot. This is equivalent to the computation complexity of a sorting algorithm, which is just \( O(T\log(T)) \). Then, the bid selection (i.e., line 8) can be computed in \( O(K) \). Next we can decide whether to accept the bid (i.e., line 9) in a constant time. If the bid is accepted, the corresponding charging schedule and payment (i.e., 13-14) can be also computed in a constant time, and per-slot total load and per-slot price (i.e., lines 15) can be updated in \( O(T) \) time. Summarizing the above results, Alg. 1 runs in \( O(NKT\log(T)) \).

V. CASE STUDIES

In this section, we numerically evaluate the performance of the proposed offline and online mechanisms for different application scenarios. In both settings, we examine the resulting social objectives and the bid selection, from which we demonstrate the performance improvement for both the aggregator and individual EVs due to the integration of energy-flexibility and deadline-flexibility in the EV coordinated charging problem. The duration of time slot in the following numerical tests is set to be 15 minutes and all the EVs are charged with the single-phase level-2 charging rate 3.3 kW. Thus the transferred energy per time slot is limited by \( X_n = 0.825 \text{ kWh, } n \in N \).

A. Offline Mechanism for Valley-filling

We first consider a scenario that the aggregator elicits the MDF to achieve a valley-filling load profile. In this case, a total of 200 EVs participate in the auction mechanism for over-night charging in a residential area. All the EVs are required to submit their bids before 18:00 and hence the offline mechanism is applicable to this scenario. To achieve the valley-filling profile, which has been studied by the previous work [2], we define the cost function of the aggregator as \( c_t(v_t) = \omega (v_t + D(t))^2 \), where \( \omega \) is the cost factor transferring

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CANDIDATE BIDS FOR THE VALLEY-FILLING SCENARIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_1 = {20\text{ kWh, 18.06, $4.2}} )</td>
<td>( v_2 = {20\text{ kWh, 18.09, $4}} )</td>
</tr>
<tr>
<td>( v_3 = {16\text{ kWh, 18.06, $3.68}} )</td>
<td>( v_4 = {16\text{ kWh, 18.09, $3.52}} )</td>
</tr>
<tr>
<td>( v_5 = {12\text{ kWh, 18.06, $3}} )</td>
<td>( v_6 = {12\text{ kWh, 18.09, $2.88}} )</td>
</tr>
</tbody>
</table>
the squared load into a monetary value and $D(t)$ is the base load at time $t$. The base load profile $\{D(t)\}_{t \in T}$ is obtained by scaling the daily power consumption of homes in the service area of the Southern California Edison [18]. As the increase of $\omega$, the valley-filling load profile is more desired by the aggregator. Tab. I lists six candidate bids that each EV may submit. The valuations in these candidate bids are set based on the principle that the per-unit energy valuation is decreasing in both the energy demand and deadlines because the urgency of energy decreases as the increase of the energy demand and the convenience of EVs also decreases when their deadlines are extended. In order to quantitatively show the benefits from the energy-flexibility and deadline-flexibility, we compare four different cases, in which EVs submit bids with different levels of flexibilities.

- **Benchmark (BEN):** Deadline and energy flexibilities are not considered in the system, so each EV only submits its largest energy demand with the earliest deadline to selfishly maximize its own utility, namely, $\theta_{n} = \{v_{1}\}$.
- **Deadline-flexibility (DF):** Each EV can postpone its charging deadline for a cheaper per-unit energy price. Each EV offers its deadline-flexibility by submitting bid $\theta_{n} = \{v_{1}, v_{2}\}$.
- **Energy-flexibility (EF):** Each EV can reduce its energy demand to a lower amount with a higher per-unit energy valuation to avoid bid rejection. Each EV sets $\theta_{n} = \{v_{1}, v_{3}, v_{5}\}$.
- **Deadline-flexibility and Energy-flexibility (DF-EF):** Both the deadline-flexibility and the energy-flexibility are considered. Each EV submits the bid $\theta_{n} = \{\theta_{k}\}_{k=1, \ldots, 6}$.

### TABLE II

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$v_{1}$</th>
<th>$v_{2}$</th>
<th>$v_{3}$</th>
<th>$v_{4}$</th>
<th>$v_{5}$</th>
<th>$v_{6}$</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEN</td>
<td>3</td>
<td>0.73</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>I</td>
</tr>
<tr>
<td>DF</td>
<td>3</td>
<td>0.72</td>
<td>0.48</td>
<td>0.3</td>
<td>0.3</td>
<td>0.39</td>
<td>I</td>
</tr>
<tr>
<td>EF</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>I</td>
</tr>
<tr>
<td>DF-EF</td>
<td>3</td>
<td>0</td>
<td>0.61</td>
<td>0.39</td>
<td>0</td>
<td>0</td>
<td>I</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>$\theta_{n}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{1}e_{n}}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{2}e_{n}}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{3}e_{n}}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{4}e_{n}}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{5}e_{n}}$</th>
<th>${e_{n}, a_{n}, d_{n}, U_{6}e_{n}}$</th>
</tr>
</thead>
</table>

The valley-filling profiles resulting from different cases are compared in Fig. 2. We can observe that the total load profiles are much flatter if EVs can offer their deadline-flexibility and/or energy-flexibility. Particularly, the deadline-flexibility enables the aggregator to shift the EV charging load to extended time slots, which not only reduces the maximum total load before 06:00 but also helps avoid the sharp drop in the total load around 06:00. In addition, the energy-flexibility makes it possible for the aggregator to choose some bids with lower energy demand so that more EVs can be served instead of rejecting EVs to maintain a flatter load profile. This point can be observed clearly in Tab. II, which shows the ratio of the accepted bids to total number of EVs with the increase of cost factor under different levels of flexibilities. From the composition of the accepted bids, we can see that the bids with lower energy demands and longer deadlines are more likely to be chosen with the increase of cost factor. Based on this mechanism, the aggregator can elicit more flexibilities from EVs by increasing its cost factor so that a flatter load profile can be achieved to maintain the stability of the power system. From the perspective of EVs, for the same cost factor, the ratio of accepted bids is much higher when more flexibilities are offered. For instance, the cases with energy-flexibility (i.e., EF and DF-EF) accept at least one bid for each EV while the other cases reject bids from some EVs when the cost factors are large.

### B. Online Mechanism for Energy Cost Minimization

This section considers an online EV charging scenario, in which the aggregator controls the EV charging processes for a charging station and aims at minimizing the total energy cost. We consider a time-invariant electricity cost function which is defined in Eq. (12) $\forall t \in T$. Therefore, we can omit the time index of the parameters and set the cost factors $b = 10^{-4}$ $$/kWh, a = [1.6, 3.2, 4.8, 6.4, 8] \times 10^{-4}$$ $$/kWh/kW$$ and the capacity $W = 300$ kW based on the parameter settings in [4]. The EVs arrive at the charging station in an online manner and the aggregator has no information about the future EV arrivals. The basic charging requests in our test follow the data set that is developed in [19] based on the real traces of taxi vehicles. From this data set, we have the arrival time $a_{n}$, deadline $d_{n}$ and energy demand $e_{n}$ for each EV $n$. According to these basic charging requests, each EV can submit six bids to the aggregator as shown in Tab. III. In these bids, the deadline-flexibility is offered by submitting the earliest deadline $d_{n} = \lfloor e_{n}/X_{n} \rfloor$ or the true deadline $d_{n}$ for each EV. The energy-flexibility is provided by reducing its energy demand at a discount of $\gamma_{1} = 0.8$ or $\gamma_{2} = 0.6$. $U_{k}$ represents the per-unit energy valuation for each bid $k$. To distinguish the high-value bids (HB) and low-value bids (LB), we choose two different settings of $U_{k}$, namely the LB with $\{U_{k}\}_{k=1, \ldots, 6} = \{0.3, 0.2, 0.4, 0.3, 0.5, 0.4\}$ $$/kWh$$ and the
HB with \(\{U_k\}_k = \{0.5, 0.4, 0.6, 0.5, 0.7, 0.6\} \) \$/kWh. Based on these settings, our proposed online mechanism (PM) Alg. 1 is undertaken and its performance is compared with other benchmark algorithms as follows.

- **Optimal offline benchmark (OPT):** optimal solution of the SWM problem assuming all the bids of EVs are known at the beginning of the time horizon.

- **Online mechanism with myopic price (MM):** this mechanism is the same as Alg. 1 except the update function of the per-slot energy price in line 15 of Alg. 1. MM updates \(\lambda_t^m\) by the per-slot marginal energy price, namely \(\lambda_t^m = c_t^m(v_t)\).

Therefore, MM myopically maximizes the social welfare based on current price information, which may lead to the rejection of high-value bids that arrives later.

- **Online greedy mechanism (GM):** this mechanism greedily allocates per-slot energy to bid with the highest valuation until the energy capacity is used up.

Fig. 3 illustrates the total energy cost and the competitive ratio of different algorithms in the online settings of EV coordinated charging problem. It can be observed from Fig. 3(a) that PM can effectively minimize the total energy cost compared to other algorithms including the optimal social welfare solution OPT. It means PM allocates the energy more conservatively to avoid the potential congestion of the energy demand and its resulting high electricity cost in this online setting. For both MM and GM, its allocation of energy is more aggressive to satisfy the current EV charging demand and hence may lead to sever high cost if the electricity cost increases rapidly with the total load (i.e., the increase of cost factor \(b\)). In Fig. 3(b), the competitive ratios of the three online algorithms are compared. We find that our proposed algorithm PM can achieve a competitive ratio close to 1 although the theoretical value is more than 4 as shown in Theorem 1. Both MM and GM perform worse than PM in terms of the competitive ratio in our real-trace test, and have no theoretical bounds to guarantee the worst case performance. Moreover, in the three online algorithms, only PM and MM can be proved to guarantee the truthfulness of the mechanism because they both belong to the posted pricing mechanisms as shown in the proof of Theorem 2. We can observe that PM outperforms MM in both cost minimization and competitive ratio from our test cases. In addition, in Tab. IV, we show the ratio of the accepted bids from a total of 500 EVs for both LB and HB. We find that the acceptance ratios of the three online algorithms are not as high as that of OPT due to lacking the information of future EV arrivals. Although the three online algorithms can achieve the same acceptance ratio for LB, PM outperforms MM and GM in the acceptance ratio of HB. Thus, our proposed mechanism PM can effectively prohibit the rejection of the HB that may arrive late at the charging stations. Therefore, our design of the update function in Eq. (13) is validated to be effective to benefit both the aggregator and individual EVs.

Because the aggregator cannot know the exact value of the maximum per-unit valuation (i.e., \(U\)) before all bids have arrived, the aggregator needs to estimate \(U\) as the input of the online mechanism. Let \(U^c\) denote an estimation of \(U\). When \(U^c\) is used as the input of the online mechanism, we investigate its impact on the total energy cost and the competitive ratio of the online mechanism. In Fig. 1, we compare five cases in which \(U\) can be underestimated or overestimated by varying the ratio \(U^c/U\), from 0.5 to 1.5. It can be observed that even when the estimated value \(U^c\) largely deviates from \(U\), the resulting total energy costs and competitive ratios in different cases are relatively close to each other. In Fig. 4(a), the total energy cost roughly reflects the total number of accepted bids in different cases. We can find that with the increase of the ratio \(U^c/U\), the mechanism becomes more conservative, which results in accepting less bids and hence leads to a smaller total energy cost. In Fig. 4(b), we can observe that an overestimation of \(U\) leads to a larger competitive ratio. This result can be expected based on the theoretical bound \(\alpha = \max\{\frac{2(b + 2W_l)}{2(b + 2W_l) + W_l}(\frac{\gamma}{\gamma + 1}), 4\}\), which is non-decreasing in \(U\). However, with the particular EV traces in this numerical test, an underestimation of \(U\) can even achieve a better competitive ratio compared to the exact value.

**VI. Conclusions**

In this paper, we have proposed an online mechanism to help integrate the MDF, namely, the deferrable property, the energy-flexibility, and the deadline-flexibility into the EV coordinated charging problems. We start our mechanism design by proposing a social welfare maximization problem. Based on this social problem, a VCG-based offline mechanism has been designed to elicit the MDF truthfully with the maximal social welfare as a benchmark. Furthermore, in the online setting, we have proposed an online auction, in which all bids are
truthful, the loss of social welfare is bounded by competitive ratio, and the mechanism can be implemented in polynomial time. Our numerical results have shown an evident performance improvement for both the system operator and the EVs from the integration of multi-dimensional flexibilities.

APPENDIX A
PROOF OF THEOREM 1

Based on the design of the online auction, it is clear that the primal variables \((y, x, v)\), and the dual variables \((\lambda, \mu, \eta, \beta)\) from Alg. 1 are feasible for the primal and dual problems, respectively. Thus, our goal is to prove that \(P_n - P_{n-1} \geq \frac{\alpha}{\gamma}(D_n - D_{n-1})\) and find the minimal \(\alpha\). If EV \(n\) is rejected, the inequality holds because \(P_n - P_{n-1} = D_n - D_{n-1} = 0\). Otherwise,

\[
P_n - P_{n-1} = b_{n,k} - \sum_{t \in T} \left[ c_t(v_{t}^n) - c_t(v_{t}^{n-1}) \right] = \eta_n + \sum_{t \in T} \left[ (\lambda_{n-1} - \gamma_\beta) n_{k,t} \right] (v_{t}^n - v_{t}^{n-1}) - \sum_{t \in T} \left[ c_t(v_{t}^{n-1}) - c_t(v_{t}^{n-1}) \right] = \eta_n + \sum_{t \in T} \left[ \lambda_{n-1} - \gamma_\beta \right] n_{k,t} X_n + \sum_{t \in T} \lambda_{n-1} (v_{t}^n - v_{t}^{n-1}) - \sum_{t \in T} \left[ c_t(v_{t}^{n-1}) - c_t(v_{t}^{n-1}) \right] \geq \eta_n + \sum_{t \in T} \beta_\gamma n_{k,t} X_n + \frac{1}{\alpha} \left( D_n - D_{n-1} - \eta_n - \sum_{t \in T} \beta_\gamma n_{k,t} X_n \right) \geq \frac{1}{\alpha} \left( D_n - D_{n-1} \right),
\]

where \(D_n - D_{n-1} = \eta_n + \sum_{t \in T} \beta_\gamma n_{k,t} X_n + \sum_{t \in T} \left[ c_t(\lambda_{n-1}) - c_t(\lambda_{n-1}) \right] \). In order to prove the above inequality, we only need to show that the inequality \((i)\) holds. It is equivalent to proving that

\[
\lambda_{n-1} \left( v_{t}^n - v_{t}^{n-1} \right) \geq \frac{1}{\alpha} \left[ c_t(\lambda_{n-1}) - c_t(\lambda_{n-1}) \right], \forall t \in T,
\]

where the conjugate function of \(c_t(v_t)\) can be derived as

\[
\hat{c}_t(\lambda_{t}) = \begin{cases} \frac{(\lambda_{t}-b_t)^2}{4a_t} & \lambda_{t} \leq 2a_t W_t + b_t, \\ (\lambda_{t} - b_t) W_t - W_t^2 & \lambda_{t} > 2a_t W_t + b_t. \end{cases}
\]

Because \(X_n\) is much smaller than the capacity \(W_t\), we can instead validate the differential version of equation (14), which is in the form of

\[
\lambda_t - c_t(v_t) \geq \frac{1}{\alpha} \hat{c}_t(\lambda_{t}) f_t(v_t),
\]

where \(v_t = v_t^{n-1} \) and \(\lambda_t = \lambda_t^{n-1} \). There are two cases.

Case I: \(v_t \leq \frac{1}{\delta} W_t/\delta\) and \(\lambda_t = b_t + 2a_t v_t \leq b_t + 2a_t W_t\).

\[
\alpha \geq \frac{c_t'(\lambda_t) f_t(v_t)}{c_t'(\lambda_t) f_t(v_t)} = \frac{W_t c_t'(\lambda_t) e^{\xi(v_t W_t)} - 2a_t v_t - b_t}{f_t,v_t - c_t'(\lambda_t) f_t(v_t)}
\]

We first prove an inequality

\[
c_t'(\lambda_t) e^{\xi(v_t W_t)} \geq b_t + 2a_t W_t \frac{b_t + 2a_t W_t}{b_t + 2a_t W_t/\delta} \geq 0.
\]

On the other hand, to avoid the exceeding of the capacity, the marginal price must be no smaller than the maximum per-unit valuation from all the bids. Thus, we also have

\[
f_t(W_t) = c_t'(\lambda_t) e^{\xi(v_t W_t)} \geq U, \quad \xi \geq \frac{\ln \frac{a_t}{\alpha W_t}}{\ln \left( \frac{1}{(1-\alpha)} \right)}.
\]

which can be translated into \(\xi \geq \frac{\ln \frac{a_t}{\alpha W_t}}{\ln \left( \frac{1}{(1-\alpha)} \right)}\). Thus, choose \(\xi = \max \left\{ \frac{\ln \frac{a_t}{\alpha W_t}}{\ln \left( \frac{1}{(1-\alpha)} \right)}, \frac{2a_t}{b_t + 2a_t W_t/\delta} \right\} \). Based on (17), we have

\[
\frac{c_t'(\lambda_t) f_t(v_t)}{c_t'(\lambda_t) f_t(v_t)} \leq \frac{c_t'(\lambda_t) f_t(v_t)}{f_t,v_t - b_t + 2a_t W_t/\delta} \frac{f_t(v_t)}{f_t,v_t - b_t + 2a_t W_t/\delta} = \frac{b_t + 2a_t W_t}{b_t + 2a_t W_t/\delta} \frac{b_t + 2a_t W_t}{b_t + 2a_t W_t/\delta} \frac{f_t(v_t)}{f_t,v_t - b_t + 2a_t W_t/\delta} \frac{f_t(v_t)}{f_t,v_t - b_t + 2a_t W_t/\delta} = \frac{2a_t}{b_t + 2a_t W_t/\delta}.
\]

If we set \(\delta = 2\), then \(\xi = \max \left\{ \frac{2 \ln \frac{a_t}{\alpha W_t}}{\ln \left( \frac{1}{(1-\alpha)} \right)}, \frac{2a_t}{b_t + 2a_t W_t/\delta} \right\} \). Thus,

\[
\alpha = \max \left\{ \frac{2 a_t + 2a_t W_t}{b_t + 2a_t W_t}, 4 \right\}.
\]

By combining the above two cases, the competitive ratio of Alg. 1 is \(\alpha = \max \left\{ \frac{2 a_t + 2a_t W_t}{b_t + 2a_t W_t}, 4 \right\} \).
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